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Abstract

Distributed component-based systems (DCS) are becoming increasingly ubiquitous as enabling technology for modern enterprise applications. In the face of globalization and ever increasing competition, Quality of Service (QoS) requirements on such systems, like performance, availability and reliability are of crucial importance. In order to survive, businesses must ensure that the systems they operate, not only provide all relevant services, but also meet the performance expectations of their users. To avoid the pitfalls of inadequate QoS, it is important to analyze the expected performance characteristics of systems during all phases of their life cycle. However, as systems grow in size and complexity, analyzing their expected performance becomes a more and more challenging task. System architects and deployers are often faced with questions such as the following: Which deployment platform (hardware and software) would provide the best scalability and cost/performance ratio for a given application? For a given platform, what performance would the application exhibit under the expected workload and how much hardware would be needed to meet the service level agreements? In seeking answers to these questions, system developers nowadays often rely on their intuition, marketing studies, expert opinions, past experiences, ad hoc procedures or general rules of thumb. As a result, the overall system capacity is unknown and capacity planning and procurement are done without a sufficient consideration given to the QoS requirements. In the pressure to release new applications as early as possible, more often than not, performance is considered as an afterthought.

In this thesis, a systematic approach for performance engineering of DCS is developed that helps to identify performance and scalability problems early in the development cycle and ensure that systems are designed and sized to meet their QoS requirements.
requirements. The proposed approach builds on the fact that if a DCS is to provide good performance and scalability, both the platforms on which it is built and the system design must be efficient and scalable. To this end, we suggest that in the beginning of the system life cycle, the performance and scalability of the platforms chosen are validated using standard benchmarks and that performance models are then exploited to evaluate the system performance throughout the development cycle. In contrast to the "fix-it-later" approach, this approach helps to identify performance and scalability problems early in the system life cycle and eliminate them with minimal overhead.

Contributions in the Area of Benchmarking  The first part of the thesis deals with the problem of measuring the performance and scalability of hardware and software platforms for DCS. The focus is placed on J2EE-based platforms since they are currently the technology of choice for DCS. The shortcomings of conventional benchmarks used in the J2EE industry are described and the need for industry-standard benchmarks is discussed. In order to be useful, benchmarks must meet the following important requirements - they must be representative of real-world systems, must exercise and measure all critical services provided by platforms, must not be biased in favor of particular products, must generate reproducible results and must not have any inherent scalability limitations. In the past five years several attempts were made to develop a benchmark satisfying these requirements and they demonstrated that the latter is an extremely challenging task requiring far more than good programming skills.

The first attempt was initiated in 2000 and resulted in the development of the ECperf benchmark. ECperf was developed under the Java Community Process (JCP) with participation of all major J2EE application server vendors. A huge amount of time, money and effort was invested in the specification and development of ECperf, however, while it met most of the requirements discussed above, unfortunately, it failed to meet all of them. We discovered several subtle issues in the design of ECperf, limiting the overall scalability of the benchmark and degrading its performance and reliability. These issues were related to the way long transactions were processed and persistent data was managed. We proposed a redesign of the benchmark in which asynchronous, message-based processing is exploited to reduce data contention in the database and improve the benchmark scalability. This eliminated the scalability bottleneck and addressed the identified performance and reliability issues.

The proposed redesign of the ECperf benchmark was submitted as an official proposal to the ECperf expert group at Sun Microsystems and later to the OSG-Java subcommittee of SPEC, which was responsible for the future of ECperf\footnote{In September 2002, the ECperf benchmark was taken over by SPEC and renamed to SPEC-jAppServer. SPEC’s OSG-Java subcommittee was now responsible for the benchmark.}. The
proposal was approved and the new design was implemented in a future version of
the benchmark in whose development and specification the author was involved as
release manager and lead developer. The new benchmark was called SPECjApp-
Server2004 and was developed within SPEC’s OSG-Java subcommittee, which in-
cludes BEA, Borland, Darmstadt University of Technology, Hewlett-Packard, IBM,
Intel, Oracle, Pramati, Sun Microsystems and Sybase. Even though SPECjApp-
Server2004 is partially based on ECperf, it implements a new enhanced workload
that exercises all major services of the J2EE platform in a complete end-to-end ap-
lication scenario. Thus, SPECjAppServer2004 is substantially more complex than
ECperf. SPECjAppServer2004 provides a reliable method to evaluate the perfor-
ance and scalability of J2EE-based platforms and holds a number of advantages
over conventional J2EE benchmarks. By modeling a realistic application and not
being optimized for any particular platform, SPECjAppServer2004 provides a level
playing field for performance comparisons of competing products. Furthermore,
SPECjAppServer2004 has been tested on multiple hardware and software platforms
and has proven to scale well from low-end desktop PCs to high-end servers and large
clusters.

We discuss the way SPECjAppServer2004 evolved and the issues and challenges
that had to be addressed in order to achieve the above mentioned goals. While doing
this, we present several case studies which show how benchmarks like SPECjApp-
Server2004 can be exploited for studying the effect of different platform configu-
ration settings and tuning parameters on the overall system performance. The case
studies demonstrate that benchmarking not only helps to choose the best platform
and validate its performance and scalability, but also helps to identify the config-
uration parameters most critical for performance. After its release in April 2004,
SPECjAppServer2004 quickly gained in market adoption and it currently enjoys
unprecedented popularity for a benchmark of this size and complexity. SPECj-
AppServer2004 became the de facto industry-standard workload for evaluating the
performance and scalability of J2EE-based platforms and it is increasingly used
throughout the industry.

Contributions in Performance Engineering While building on a scalable and
optimized platform is a necessary condition for achieving good performance and
scalability, unfortunately, it is not sufficient. The application, i.e. the DCS, built
on the selected platform must also be designed to be efficient and scalable. The
second major contribution of this thesis was the development of a performance
engineering framework for DCS that provides a method to evaluate the performance
and scalability of the latter during the different phases of their life cycle. This helps
to identify design problems early in the development cycle and have them resolved
in time. The framework is based on Queueing Petri Net (QPN) models and is made
up of two parts. The first part provides a tool and methodology for analyzing QPN
models by means of simulation. The second part provides a practical performance modeling methodology that shows how to model DCS using QPNs and use the models for performance evaluation. In the following, we take a closer look at these two parts.

**Part 1 - Analysis of QPN Models by Means of Simulation** Modeling realistic DCS using conventional models such as queueing networks and stochastic Petri nets poses many difficulties stemming from the limited model expressiveness, on the one hand, and the system size and complexity, on the other hand. We present some case studies which demonstrate this and show how QPNs can be exploited to address these difficulties and allow for accurate modeling of DCS. The QPN paradigm provides a number of benefits over conventional modeling paradigms. Most importantly, it allows the integration of hardware and software aspects of system behavior into the same model. The main problem with QPN models, however, is that currently available tools and techniques for QPN analysis suffer the state space explosion problem imposing a limit on the size of the models that are tractable. This is the reason why QPNs have hardly been exploited in the past decade and very few, if any, practical applications have been reported. A major contribution of this thesis is the development of a novel methodology for analyzing QPN models by means of discrete-event simulation. The methodology provides an alternative approach to analyze QPN models, circumventing the state space explosion problem. As an implementation of the methodology, a simulation tool for QPNs called SimQPN was developed. SimQPN is the world’s first simulator specialized for QPNs. It has been tested extensively and has proven to run very fast and provide accurate and stable point and interval estimates of performance metrics. Using SimQPN, now for the first time, QPNs have been applied to model large and complex DCS in realistic capacity planning studies.

An alternative approach to simulate QPN models would be to use a general purpose simulation package. However, mapping a QPN model to a description in the terms of a general purpose simulation language is a complex, time-consuming and error-prone task. Moreover, not all simulation languages provide the expressiveness needed to describe complex QPN models. Another disadvantage is that general purpose simulators are normally not as fast and efficient as specialized simulators. Being specialized for QPNs, SimQPN simulates QPN models directly and has been designed to exploit the knowledge of the structure and behavior of QPNs to improve the efficiency of the simulation. Therefore, SimQPN provides much better performance than a general purpose simulator, both in terms of the speed of simulation and the quality of output data provided.

**Part 2 - Performance Modeling Methodology** Now that we have a scalable methodology for analyzing QPN models, we can exploit them as a performance
prediction tool in the performance engineering process for DCS. However, building models that accurately capture the different aspects of system behavior is a very challenging task when applied to realistic systems. The second part of our performance engineering framework consists of a practical modeling methodology that shows how to model DCS using QPNs and use the models for performance evaluation. The methodology takes advantage of the modeling power and expressiveness of QPN models and provides the following important benefits over conventional modeling approaches:

1. QPN models allow the integration of hardware and software aspects of system behavior and lend themselves very well to modeling DCS.

2. In addition to hardware contention and scheduling strategies, using QPNs one can easily model software contention, simultaneous resource possession, synchronization, blocking and asynchronous processing. These aspects of system behavior, which are typical for modern DCS, are difficult to model accurately using current modeling approaches.

3. By restricting ourselves to QPN models, we can exploit the knowledge of their structure and behavior for fast and efficient simulation using SimQPN. This enables us to analyze models of large and complex DCS and ensures that our approach scales to realistic systems.

4. QPNs can be used to combine qualitative and quantitative system analysis. A number of efficient qualitative analysis techniques from Petri net theory are readily available and can be exploited.

5. Last but not least, QPN models have an intuitive graphical representation that facilitates model development.

The proposed performance engineering framework provides a very powerful tool for performance prediction that can be used throughout the phases of the software engineering lifecycle of DCS. We have validated our approach by applying it to study a number of different DCS ranging from simple systems to systems of realistic size and complexity such as the SPECjAppServer set of benchmarks. We present a case study in which a deployment of the industry-standard SPECjAppServer2004 benchmark is modeled and its performance is predicted under load. In addition to CPU and I/O contention, it is demonstrated how some more complex aspects of system behavior, such as thread contention and asynchronous processing, can be modeled. The model predictions demonstrate accuracy that is by far not attainable using conventional modeling techniques for DCS.
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</tr>
<tr>
<td>OS</td>
<td>Operating System</td>
</tr>
<tr>
<td>PEPSY-QNS</td>
<td>Perf. Evaluation and Prediction SYstem for Queueing NetworkS</td>
</tr>
<tr>
<td>PN</td>
<td>(Ordinary) Petri Net</td>
</tr>
<tr>
<td>PO</td>
<td>Purchase Order</td>
</tr>
<tr>
<td>PS</td>
<td>Processor-Sharing (scheduling strategy)</td>
</tr>
<tr>
<td>P&amp;S</td>
<td>Performance and Scalability</td>
</tr>
<tr>
<td>QN</td>
<td>Queueing Network</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>QPN</td>
<td>Queueing Petri Net</td>
</tr>
<tr>
<td>RDBMS</td>
<td>Relational Database Management System</td>
</tr>
<tr>
<td>Acronym</td>
<td>Meaning</td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>RMI</td>
<td>Remote Method Invocation</td>
</tr>
<tr>
<td>RPC</td>
<td>Remote Procedure Call</td>
</tr>
<tr>
<td>RR</td>
<td>Round-Robin (scheduling strategy)</td>
</tr>
<tr>
<td>RT-UML</td>
<td>UML Profile for Schedulability, Performance and Time</td>
</tr>
<tr>
<td>RUBiS</td>
<td>Rice University Bidding System</td>
</tr>
<tr>
<td>SLAs</td>
<td>Service Level Agreements</td>
</tr>
<tr>
<td>SMP</td>
<td>Session Bean-Managed Persistence</td>
</tr>
<tr>
<td>SPEC</td>
<td>Standard Performance Evaluation Corporation</td>
</tr>
<tr>
<td>SPEC-OSG</td>
<td>SPEC’s Open Systems Group</td>
</tr>
<tr>
<td>SPE</td>
<td>Software Performance Engineering</td>
</tr>
<tr>
<td>SPN</td>
<td>Stochastic Petri Net</td>
</tr>
<tr>
<td>SQL</td>
<td>Structured Query Language</td>
</tr>
<tr>
<td>SUT</td>
<td>System Under Test</td>
</tr>
<tr>
<td>TCO</td>
<td>Total Cost of Ownership</td>
</tr>
<tr>
<td>TPC</td>
<td>Transaction Processing Performance Council</td>
</tr>
<tr>
<td>TPM</td>
<td>Transaction Processing Monitor</td>
</tr>
<tr>
<td>UML</td>
<td>Unified Modeling Language</td>
</tr>
<tr>
<td>WAN</td>
<td>Wide Area Network</td>
</tr>
<tr>
<td>WLS</td>
<td>WebLogic Server/s</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

All solid facts were originally mist.
– Henry S. Haskins

A problem well stated is a problem half solved.
– Charles F. Kettering

1.1 Motivation

Distributed component-based systems (DCS) are becoming increasingly ubiquitous as enabling technology for modern enterprise applications. In the face of globalization and ever increasing competition, Quality of Service (QoS) requirements on such systems, like performance, availability and reliability are of crucial importance. There are numerous studies, for example in the areas of e-business, manufacturing, telecommunications, military, health care and transportation that have shown that, depending on the type of system considered, a failure to meet the QoS requirements can lead to serious financial losses, loss of customers and reputation, and in some cases even to loss of human lives. In order to survive, businesses must ensure that the systems they operate, not only provide all relevant services, but also meet the performance expectations of their users. To avoid the pitfalls of inadequate QoS, it is important to analyze the expected performance characteristics of systems during all phases of their life cycle. The methods used to do this are part of the discipline called Performance Engineering [145]. Performance engineering helps to estimate the level of performance a system can achieve and provides recommendations to realize the optimal performance level [112]. However, as systems grow in size and complexity, analyzing their performance becomes a more and more challenging task. System architects and deployers are often faced with the following questions:
• Which platform (hardware and software) would provide the best scalability and cost/performance ratio for a given application?

• What performance would the application exhibit under the expected workload and how much hardware would be needed to meet the Service Level Agreements (SLAs)?

Answering the first question requires being able to measure the Performance and Scalability (P&S) of alternative hardware and software platforms. Answering the second question requires being able to predict the performance of a given application deployed on a selected platform. The motivation in writing this thesis originated from our observation that, in seeking answers to the above questions, system developers nowadays often rely on their intuition, marketing studies, expert opinions, past experiences, ad hoc procedures or general rules of thumb. As a result, the overall system capacity is unknown and capacity planning and procurement are done without a sufficient consideration given to the QoS requirements. In the pressure to release new applications as early as possible, more often than not, performance is considered as an afterthought. A widespread misconception is that performance problems can be addressed by simply "throwing enough hardware at the system". Therefore, pretty often performance issues are ignored until the final stage of system development (the "fix-it-later" approach [146]). At this late stage, a change of the platform and/or a major application redesign might be required in order to address discovered performance issues. In our opinion, this approach is expensive, time-consuming and professionally irresponsible.

The goal of this thesis is to provide a systematic approach for performance engineering of DCS that helps to identify performance problems early in the development cycle and ensure that systems are designed and sized to meet their QoS requirements. Before we discuss our approach we take a closer look at the problem we just described.

1.2 Problem Statement

Modern DCS are usually built on middleware platforms such as J2EE [158], Microsoft .NET [114] or CORBA [126]. Middleware platforms simplify application development by providing some common services typically used in enterprise applications. Application logic is normally partitioned into components distributed over physical tiers. Figure 1.1 shows a typical architecture of a multi-tiered distributed component-based application. There are three tiers: presentation tier, business logic tier and data tier. The presentation tier includes Web servers hosting Web components that implement the presentation logic of the application. The

1In this thesis, we use the terms "system" and "application" interchangeably.
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business logic tier includes a cluster of application servers hosting business logic components that implement the business logic of the application. The data tier includes database servers and legacy systems providing data management services. Web routers and load balancers are used to distribute incoming requests over the available Web servers and application servers, respectively. The inherent complexity of such architectures makes it extremely difficult to manage the end-to-end system P&S. System architects and deployers are often confronted with the following questions during the various stages of the system life cycle:

1. Which hardware platform (type of servers, disk subsystems, load balancers, etc.) would provide the best scalability and cost/performance ratio for the application?
2. Similarly, which software platform (OS, middleware, DBMS, etc.) would provide the best scalability and cost/performance ratio for the application?

3. Are the platforms selected scalable or do they have any inherent bottlenecks?

4. Which deployment settings and tuning parameters of the platforms selected (hardware and software) have the greatest effect on the overall system performance? How could the optimal values of these parameters be determined?

5. Is the current system design scalable? Which system components would be most utilized as the load increases and are they potential bottlenecks?

6. What maximum load would the system be able to handle in its current state without breaking the SLAs?

7. What performance would the system exhibit for a given workload and configuration scenario? What would be the average transaction throughput and response time? How utilized would be the various system components (Web servers, application servers, database servers, etc.)?

8. Which system components have the greatest effect on the overall system performance and how much would performance improve if they are optimized?

9. How much hardware would be needed to guarantee that SLAs are met? How many Web servers, application servers and database servers would be required?

1.3 Shortcomings of Current Approaches

Three different approaches have been employed in the industry when seeking answers to the above questions:

- Educated Guess
- Load Testing
- Performance Modeling

In the first approach, system architects and deployers make an educated guess or a simple back-of-the-envelope estimation based on their intuition, past experiences, expert opinions, ad hoc procedures or general rules of thumb [108]. This approach is very quick, easy and cheap, however, the information it provides is usually very rough and can not be relied upon. Therefore, following this approach is extremely risky and is not an option for mission-critical applications. We now take a closer look at the other two approaches and discuss their advantages and disadvantages.
1.3. LOAD TESTING

In the second approach, load-testing tools are used to generate load on the system and measure its performance. Sophisticated load testing tools can emulate hundreds of thousands of "virtual users" that mimic real users interacting with the system. While tests are run, system components are monitored and performance metrics (e.g. response time, latency, utilization and throughput) are measured. Results obtained in this way can be used to identify and isolate system bottlenecks, fine-tune application components and measure the end-to-end system scalability. Unfortunately, this approach has several drawbacks. First of all, it is not applicable in the early stages of system development when the system is not available for testing. Second, it is extremely expensive and time-consuming since it requires setting up a production-like testing environment, configuring load testing tools and conducting the tests. Finally, testing results normally cannot be reused for other applications.

Another form of load testing which does not require that the system is available for testing is benchmarking. Benchmarking can be applied to test alternative platforms (hardware and software) on which the system can be built. This can be done before system development has started and can help in answering the first four questions discussed in Section 1.2. The way benchmarking works is by running artificial workloads (benchmarks) on the platforms considered and measuring their P&S. However, in order for benchmark results to be useful, the benchmarks employed must fulfill the following five important requirements:

1. They must be representative of real-world systems.
2. They must exercise and measure all critical services provided by platforms.
3. They must not be tuned/optimized for (i.e. be biased in favor of) specific products.
4. They must generate reproducible results.
5. They must not have any inherent scalability limitations.

In the context of platforms for DCS, a number of benchmarks have been developed in the past decade and have been used in the industry (see for example [67, 121, 122, 123, 124, 129, 130, 156, 168]). However, unfortunately most of these benchmarks fail to meet the above requirements because of one or more of the following reasons:

- Workloads used are designed to showcase the performance of particular products (proprietary benchmarks).
• Workloads used are not realistic enough. Important services provided by platforms are not tested at all, or they are tested, but are not stressed enough.

• Individual platform components are tested (e.g. CPUs, secondary storage systems, DBMS software) as opposed to end-to-end platforms (including all hardware and software needed to build a DCS).

• Workloads used have inherent scalability bottlenecks.

• Benchmark results are not reviewed by subject experts to make sure that benchmarks are run correctly and results are valid.

1.3.2 Performance Modeling

In the third approach, performance models are built and then used to predict the P&S of the system under study. Models represent the way system resources are used by the workload and capture the main factors determining the behavior of the system under load [111]. Queueing networks and stochastic Petri nets are perhaps the two most popular types of models that have been exploited in the industry. This approach is usually cheaper than load testing and has the advantage that it can be applied to evaluate alternative system designs at the early stages of system development before the system is available for testing. However, building models of realistic systems that accurately capture the different aspects of system behavior and analyzing the models is an extremely challenging task. Most modeling tools and techniques currently available impose some serious restrictions and when using them the modeler usually runs into one or more of the following problems:

1. The types of models supported do not provide the expressiveness needed to capture all important aspects of system behavior (e.g. queueing network models).

2. Models supported are expressive enough, however, constructing a representative model requires too much time and effort (e.g. simulation models).

3. Constructing a representative model can be done in reasonable amount of time, however, one of the following holds:

   • Once the model is constructed it turns out that it is not possible to analyze it using available analysis methods because the model is too large (referred to as largeness problem).

   • Model analysis is possible, but requires too much time and computing power.
Model analysis can be performed with reasonable overhead, however, results provided are very approximate.

To illustrate the problems above let us consider the two most popular types of models used in practice - queueing networks and stochastic Petri nets. Unfortunately, they both have some serious limitations in terms of expressiveness and often fail to capture important aspects of system behavior. For example, while queueing networks provide a very powerful mechanism for modeling hardware contention and scheduling strategies, they are not that suitable for modeling software contention and synchronization aspects. Stochastic Petri nets, on the other hand, lend themselves very well to modeling software contention and synchronization aspects, but have difficulty in representing scheduling strategies and hardware contention.

Falko Bause has proposed a new modeling formalism called Queueing Petri Nets (QPNs) \[11\] that combines queueing networks and stochastic Petri nets into a single formalism and eliminates the above disadvantages. However, modeling a realistic DCS using QPNs, usually results in a model that is way too large to be analyzable using currently available tools and techniques. The problem is that available tools and solution techniques for QPN models are all based on Markov chain analysis, which suffers the well known state space explosion problem and limits the size of the models that can be analyzed (the largeness problem). An attempt to alleviate the problem was the introduction of Hierarchically-Combined Queueing Petri Nets (HQPNs) \[13\] which allow hierarchical model specification and exploit the hierarchical structure for efficient numerical analysis. This type of analysis, called structured analysis, allows models to be solved that are about an order of magnitude larger than those analyzable with conventional techniques. However, while this alleviates the problem it does not eliminate it since, as shown in \[86\], models of realistic DCS are still too large to be analyzable using this approach.

1.4 Approach and Contributions of this Thesis

In this thesis, we develop a systematic approach for performance engineering of DCS that helps to address the questions discussed in Section 1.2. The proposed approach is based on a combination of benchmarking and performance modeling. It builds on the fact that the overall P&S of a DCS is a function of two important variables:

1. The P&S of the hardware and software platforms used.
2. The P&S of the system design.

Therefore, if a DCS is to provide good P&S, both the platforms used and the system design must be efficient and scalable. To this end, we suggest that in the beginning of the system life cycle, the P&S of the platforms chosen are validated...
using standard benchmarks and that performance models are then exploited to evaluate the system P&S throughout the development cycle. In contrast to the "fix-it-later" approach, this approach helps to identify P&S problems early in the system life cycle and eliminate them with minimal overhead.

The performance engineering of DCS is a multidimensional problem. Most current approaches concentrate on a single dimension and fudge the others. The approach we propose addresses multiple dimensions, simultaneously. The contributions of the thesis are now discussed in detail.

1.4.1 Contributions in the Area of Benchmarking

Building on a scalable and optimized platform is a precondition for achieving high P&S. Therefore, we suggest that before an application is built, the alternative platforms that can be used are compared and the one that provides the best cost/performance ratio is chosen. This is especially important for platform components that could have an effect on the system design, such as the type of middleware used. Even if the platform (or parts of it) are predefined and there are no alternatives to consider, the P&S of the platform employed should be validated before starting application development. Otherwise, one might later have to migrate the application to another platform if the selected one turns out not to meet the requirements for P&S.

Thus, standard benchmarks are needed that would provide a reliable method to evaluate the end-to-end P&S of hardware and software platforms for DCS. In order to be useful, these benchmarks must meet the requirements discussed in Section 1.3.1, i.e. they must be representative of real-world systems, must exercise and measure all critical services provided by platforms, must not be tuned/optimized for specific products, must generate reproducible results and must not have any inherent scalability limitations. In the past five years several attempts were made to develop a benchmark satisfying these requirements and they demonstrated that the latter is an extremely challenging task requiring far more than good programming skills. Maybe the most challenging part is to ensure that the benchmark provides a level playing field for performance comparisons and is designed in such a way that it does not have any inherent scalability limitations, i.e. it should scale well from low-end desktop PCs to high-end servers and large clusters. The first attempt to define a benchmark for J2EE-based DCS platforms was initiated in 2000 and resulted in the development of the ECperf benchmark. ECperf was developed under the Java Community Process (JCP) with participation of all major J2EE application server vendors including IBM, BEA Systems, Sun Microsystems, Oracle, Hewlett Packard.

\footnotetext[2]{The Java 2 Enterprise Edition Platform (J2EE) defines an industry-standard for implementing middleware platforms for DCS. J2EE-based platforms are currently technology of choice for building DCS.}
Sybase, iPlanet, Borland, Macromedia, Pramati and IONA. A huge amount of time, money and effort was invested in the specification and development of ECperf, however, while it met most of the requirements discussed above, unfortunately, it failed to meet all of them.

In Chapter 2, we present ECperf and conduct a detailed analysis of its design. We discovered several subtle design issues limiting the overall scalability of the benchmark and degrading its performance and reliability. The main problem was in the way long transactions were processed and persistent data was managed. Long transactions were processed synchronously and spanned external network communication which was leading to high data contention in the database. This resulted in a scalability bottleneck which manifested itself clearly when using a database with pessimistic concurrency control and was not that obvious when using databases with optimistic schedulers. Moreover, independent of the type of database used, the identified problem in the design of the benchmark was causing some performance and reliability issues. In Chapter 2, after discussing the problem in detail, we propose a redesign of the benchmark which addresses the discovered issues. In the new design, long transactions are chopped up into shorter ones reducing data contention in the database. External communication is performed asynchronously outside of the context of database-intensive transactions. This eliminates the scalability bottleneck and addresses the identified performance and reliability issues.

The proposed redesign of the benchmark was documented and submitted as an official proposal [80] to the ECperf expert group at Sun Microsystems and later to the OSG-Java subcommittee of SPEC\textsuperscript{3}, which was responsible for the future of ECperf\textsuperscript{4}. The proposal was discussed and approved. The new design was implemented in a future version of the benchmark in whose development and specification the author was involved as release manager and lead developer. The new benchmark was called SPECjAppServer2004 and was developed within SPEC’s OSG-Java subcommittee, which includes BEA, Borland, Darmstadt University of Technology, Hewlett-Packard, IBM, Intel, Oracle, Pramati, Sun Microsystems and Sybase. It is important to note that even though SPECjAppServer2004 is partially based on ECperf, it implements a new enhanced workload that exercises all major services of the J2EE platform in a complete end-to-end application scenario. Thus, SPECjAppServer2004 is substantially more complex than ECperf. After its release in April 2004, SPECjAppServer2004 quickly gained in market adoption and it currently

\textsuperscript{3}The Standard Performance Evaluation Corporation (SPEC) is a non-profit corporation whose mission is to “establish, maintain and endorse a standardized set of relevant benchmarks that can be applied to the newest generation of high-performance computers” (quoted from SPEC’s by-laws). With currently more than 70 institutional members from across the industry and academia, SPEC has grown to become one of the world’s largest and most successful performance standardization bodies.

\textsuperscript{4}In September 2002, the ECperf benchmark was taken over by SPEC and renamed to SPECjAppServer. SPEC’s OSG-Java subcommittee became responsible for the benchmark.
enjoys unprecedented popularity for a benchmark of this size and complexity. SPECjAppServer2004 became the de facto industry-standard workload for evaluating the P&S of J2EE-based platforms and it is increasingly used throughout the industry. This success is due to the following important benefits that the benchmark provides:

1. The application and workload modeled by SPECjAppServer2004 have been designed to be representative of real-world systems.

2. SPECjAppServer2004 exercises all major services of J2EE platforms and measures the end-to-end platform P&S.

3. SPECjAppServer2004 has been tested on multiple hardware and software platforms and has proven to scale well from low-end desktop PCs to high-end servers and large clusters.

4. Being an industry-standard, SPECjAppServer2004 has not been tuned or optimized for any specific platform and provides a level playing field for performance comparisons.

5. Once a platform has been tested and validated, the results can be used for multiple projects/applications. Official benchmark results are made publicly available and can be used free of charge.

6. Last but not least, prior to publication, official benchmark results are reviewed by subject experts making sure that the benchmark was run correctly and the results are valid.

Doing benchmarking before beginning system development ensures that P&S problems in the platforms used are discovered and addressed in time. Applications can then be developed with confidence that there are no bottlenecks and/or inefficiencies in the platforms employed. However, while the main purpose of benchmarks like SPECjAppServer2004 and its predecessors is to measure the P&S of platforms, they could equally well be used for studying the effect of different platform configuration settings and tuning parameters on the overall system performance. Thus, benchmarking not only helps to choose the best platform and validate its P&S, but also helps to identify the configuration parameters most critical for performance. In Chapter 2, we present some case studies that demonstrate this.

The results from the contributions discussed above were published in [84], [83], [82] and [88].

1.4.2 Contributions in Performance Engineering

While building on a scalable and optimized platform is a necessary condition for achieving high P&S, unfortunately, it is not sufficient. As already noted, the application, i.e. the DCS, built on the selected platform must also be designed to be
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efficient and scalable. The second major contribution of this thesis is the development of a performance engineering framework for DCS that provides a method to evaluate the P&S of the latter during the different phases of their life cycle. This helps to identify problems early in the development cycle and have them resolved in time. The framework is based on QPN models and is made up of two parts. The first part provides a tool and methodology for analyzing QPN models by means of simulation, circumventing the state-space explosion problem. This allows QPN models of realistic DCS to be analyzed. The second part of the framework provides a practical performance modeling methodology that shows how to model DCS using QPNs and use the models for performance evaluation. We now take a closer look at these two parts.

Analysis of QPN Models by Means of Simulation

Modeling realistic DCS using conventional models such as queueing networks and stochastic Petri nets poses many difficulties stemming from the limited model expressiveness, on the one hand, and the system size and complexity, on the other hand. In Chapter 4, we present some case studies that demonstrate this and show how QPNs can be exploited to address these difficulties and allow for accurate modeling of DCS. The QPN paradigm provides a number of benefits over conventional modeling paradigms. Most importantly, it allows the integration of hardware and software aspects of system behavior into the same model. The main problem with QPN models, however, is that, as discussed in Section 1.3.2, currently available tools and techniques for QPN analysis suffer the state space explosion problem imposing a limit on the size of the models that are tractable. The case studies considered in Chapter 4 show that QPN models of realistic systems are too large to be analyzable using currently available analysis techniques. This is the reason why QPNs have hardly been exploited in the past decade and very few, if any, practical applications have been reported. A major contribution of this thesis, presented in Chapter 5, is the development of a novel methodology for analyzing QPN models by means of discrete-event simulation. The methodology provides an alternative approach to analyze QPN models, circumventing the state space explosion problem. As an implementation of the methodology, a simulation tool for QPNs called SimQPN was developed. SimQPN is to the best of our knowledge the first simulator specialized for QPNs. It has been tested extensively and has proven to run very fast and provide accurate and stable point and interval estimates of performance metrics. Using SimQPN, now for the first time, QPNs have been applied to model large and complex DCS in realistic capacity planning studies. Some of these studies are presented in Chapters 5 and 6.

An alternative approach to simulate QPN models would be to use a general purpose simulation package. However, this approach has some disadvantages. First,
general purpose simulation packages do not provide means to represent QPN constructs directly. Mapping a QPN model to a description in the terms of a general purpose simulation language is a complex, time-consuming and error-prone task. Moreover, not all simulation languages provide the expressiveness needed to describe complex QPN models. Another disadvantage is that general purpose simulators are normally not as fast and efficient as specialized simulators, since they are usually not optimized for any particular type of models. Being specialized for QPNs, SimQPN simulates QPN models directly and has been designed to exploit the knowledge of the structure and behavior of QPNs to improve the efficiency of the simulation. Therefore, SimQPN provides much better performance than a general purpose simulator, both in terms of the speed of simulation and the quality of output data provided. Last but not least, SimQPN has the advantage that it is extremely light-weight and being implemented in Java it is platform independent.

The case studies presented in Chapter 4 were published in [85] and [86]. The first paper shows how conventional queueing network models can be used to model DCS demonstrating the difficulties stemming from the limited model expressiveness. The second paper demonstrates how QPN models can be used to address these difficulties and motivates the need for scalable QPN analysis techniques. The proposed methodology for analyzing QPN models by means of simulation has been accepted for publication in [87].

Performance Modeling Methodology

Now that we have a scalable tool for analyzing QPN models, we can exploit them as a performance prediction mechanism in the performance engineering process for DCS. However, building models that accurately capture the different aspects of system behavior is a very challenging task when applied to realistic systems. The second part of our performance engineering framework, presented in Chapter 6, consists of a practical modeling methodology that shows how to model DCS using QPNs and use the models for performance evaluation. The methodology takes advantage of the modeling power and expressiveness of QPN models and provides the following important benefits over conventional modeling approaches:

1. QPN models allow the integration of hardware and software aspects of system behavior and lend themselves very well to modeling DCS.

2. In addition to hardware contention and scheduling strategies, using QPNs one can easily model software contention, simultaneous resource possession, synchronization, blocking and asynchronous processing. These aspects of system behavior, which are typical for modern DCS, are difficult to model accurately using current modeling approaches.
3. By restricting ourselves to QPN models, we can exploit the knowledge of their structure and behavior for fast and efficient simulation using SimQPN. This enables us to analyze models of large and complex DCS and ensures that our approach scales to realistic systems.

4. QPNs can be used to combine qualitative and quantitative system analysis. A number of efficient qualitative analysis techniques from Petri net theory are readily available and can be exploited.

5. Last but not least, QPN models have an intuitive graphical representation that facilitates model development.

The modeling methodology has been submitted for publication at [81] and is currently under review. The proposed performance engineering framework provides a very powerful tool for performance prediction that can be used throughout the phases of the software engineering lifecycle of DCS. We have validated our approach by applying it to study a number of different DCS ranging from simple systems to systems of realistic size and complexity such as the SPECjAppServer set of benchmarks. In Chapter 6, a case study is presented in which a deployment of the industry-standard SPECjAppServer2004 benchmark is modeled and its performance is predicted under load. In addition to CPU and I/O contention, it is demonstrated how some more complex aspects of system behavior, such as thread contention and asynchronous processing, can be modeled. The model predictions demonstrate accuracy that is not attainable using conventional modeling techniques for DCS.

1.5 Thesis Organization

The thesis is organized as follows. In Chapter 2, we introduce several popular benchmarks for measuring the P&S of J2EE-based hardware and software platforms. We start with the ECperf benchmark and after introducing it we present a case study which uses the benchmark to evaluate the performance of the major persistence methods in J2EE. We discuss a scalability problem we identified in the design of the benchmark and propose a solution which exploits asynchronous processing to reduce data contention in the database. The case study demonstrates that building on a scalable platform is not sufficient to ensure that a DCS is scalable. After ECperf, we briefly discuss its successor benchmarks SPECjAppServer2001 and SPECjAppServer2002, and then introduce the new SPECjAppServer2004 benchmark. SPECjAppServer2004 is the state-of-the-art industry-standard benchmark for measuring the P&S of J2EE-based platforms. At the end of the chapter, we present a case study with a deployment of SPECjAppServer2004 on the JBoss application server. The case study demonstrates how benchmarks like SPECjAppServer2004
can be used to identify the platform configuration parameters that are most critical for the overall system P&S.

Chapter 3 introduces the performance models that are used in the rest of the thesis. It starts with a brief overview of the conventional queueing network and Petri net models and then introduces the queueing Petri net modeling formalism which is used as a basis for the performance engineering framework developed in this thesis.

In Chapter 4, we present two practical performance modeling case studies which illustrate the difficulties that arise when trying to model a realistic DCS and predict its performance. In the first case study, a queueing network model of a SPECjApp-Server2002 deployment is built. The difficulties due to the limited expressiveness of queueing network models and the limitations in the available analysis techniques are discussed. In the second case study, a Queueing Petri Net (QPN) model of a deployment of SPECjAppServer2001’s order entry application is built. The study demonstrates the modeling power and expressiveness of QPN models and shows how they can be used to integrate hardware and software aspects of system behavior. However, the study also shows that QPN models of realistic systems are too large to be analyzable using currently available tools and techniques for QPN analysis.

In Chapter 5, we present SimQPN - our tool and methodology for analyzing QPN models by means of simulation. SimQPN is one of the two major components of the performance engineering framework developed in this thesis. It provides an alternative approach to analyze QPN models, circumventing the state space explosion problem and allowing QPN models of realistic DCS to be analyzed. We validate SimQPN by applying it to study several different QPN models ranging from simple models to models of realistic size and complexity.

Chapter 6 presents the other major component of the performance engineering framework we propose - a practical performance modeling methodology for DCS. The methodology helps to construct models of DCS that accurately reflect both their functional and performance characteristics. It exploits QPN models to take advantage of their modeling power and expressiveness. After discussing the modeling methodology in general, we present a case study in which it is used to model a realistic system and analyze its P&S. The system modeled is a deployment of the SPECjAppServer2004 benchmark. A detailed model of the system and its workload is built in a step-by-step fashion. The model is validated and used to predict the system performance for several deployment configurations and workload scenarios of interest.

Chapter 7 reviews some related work in the area of benchmarking and performance engineering of DCS.

Finally, Chapter 8 summarizes and concludes the thesis.
Chapter 2

Benchmarking Distributed Component Platforms

The reputation of current ‘benchmarketing’ claims regarding system performance is on par with the promises made by politicians during elections.

Kaivalya M. Dixit, Long-time SPEC President
The Benchmark Handbook, 1993

2.1 Introduction

The overall Performance and Scalability (P&S) of a DCS is a function of the P&S of the hardware and software platforms on which the system is built and the P&S of the system design. Thus, building on scalable and optimized platforms is a precondition for achieving high P&S. Therefore, we suggest that before a system is built, the hardware and software platforms chosen are tested by means of benchmarks to measure and validate their P&S. The system can then be developed with confidence that there are no bottlenecks and/or inefficiencies in the platforms employed. Benchmarking platforms prior to starting system development not only helps to discover and address P&S problems in time, but also helps to identify the platform configuration parameters that are most critical for the system P&S.

In this chapter, we present several popular benchmarks for measuring the P&S of J2EE-based hardware and software platforms. In addition to this, we present several case studies in which the benchmarks were used to evaluate alternative application designs and study the effect of some platform configuration options and tuning parameters on the overall system performance. The reason we consider J2EE-based
platforms is that they are currently the technology of choice for building DCS.

We start with the ECperf benchmark developed in 2000/2001 under the Java Community Process (JCP). After discussing ECperf’s business model and application design, in Section 2.4 we present a case study in which the benchmark is used as an example of a realistic application in order to evaluate the performance of the major persistence methods in J2EE. We discuss several subtle issues we discovered in the design of ECperf, limiting the overall scalability of the benchmark and degrading its performance and reliability. After discussing these issues in detail, we propose a redesign of the benchmark in which asynchronous, message-based processing is exploited to reduce data contention in the database and improve the benchmark scalability. This eliminates the scalability bottleneck and addresses the identified performance and reliability issues. The case study demonstrates that building on a scalable platform is not sufficient to ensure that a DCS is scalable, i.e. the system design must also be scalable. After ECperf, we briefly discuss its successor benchmarks SPECjAppServer2001 and SPECjAppServer2002, which are identical in terms of workload and only differ in the version of J2EE they are implemented for.

In the second part of the chapter, starting with Section 2.5, we present SPECjAppServer2004 - the successor benchmark of SPECjAppServer2002, SPECjAppServer2001 and ECperf. It implements a new enhanced workload that exercises all major services of J2EE in a complete end-to-end application scenario. SPECjAppServer2004 is the state-of-the-art industry-standard benchmark for evaluating the P&S of J2EE-based platforms. After introducing SPECjAppServer2004, in Section 2.6 we present a case study with a deployment of the benchmark on the JBoss application server. The benchmark is used to study how the performance of J2EE applications running on JBoss can be improved by exploiting different deployment options and tuning parameters offered by the platform. The case study demonstrates how benchmarks like SPECjAppServer2004 can be used to identify the platform configuration parameters that are most critical for the overall system P&S. Even though the results are specific to JBoss, most of the conclusions are generalized to other J2EE application servers.

2.2 The J2EE Platform

Over the past five years, the Java 2 Enterprise Edition Platform (J2EE) has established itself as the technology of choice for developing modern DCS. This success is largely due to the fact that J2EE is not a proprietary product, but rather an industry standard, developed as the result of a large industry initiative led by Sun Microsystems, Inc. The goal of this initiative was to establish a standard middle-

\(^1\)The JBoss application server is the world’s most popular open-source J2EE application server.
ware platform for developing enterprise-class DCS in Java. Over 30 software vendors have participated in this effort and have come up with their own implementations of J2EE, the latter being commonly referred to as J2EE application servers.

In essence, the aim of J2EE is to enable developers to quickly and easily build scalable, reliable and secure applications without having to develop their own complex middleware services. Here we are talking about services such as transaction management, caching, resource-pooling, clustering, transparent failover, load-balancing and back-end integration to name just a few. Many of these services are also provided by traditional Transaction Processing Monitors (TPMs), but in a rather monolithic and highly proprietary manner. The J2EE platform allows developers to leverage middleware services provided by the industry without having to code using proprietary middleware APIs.

The fact that J2EE application servers are all based on a common standard and that this standard is itself based on Java, ensures that J2EE applications are not only operating-system independent, but also portable across a wide range of middleware platforms - J2EE implementations. This gives J2EE system developers a wide selection of platforms on which they can develop and deploy their applications. The freedom of choice encourages best-of-breed products to compete and establish themselves in the market. However, since product functionality is standardized, the focus is placed on the performance, scalability and the Total Cost of Ownership (TCO) of the platforms. It is exactly here that application server vendors strive to distinguish their products in the market and gain competitive advantage. This raises the following questions that system developers are often confronted with:

- Which J2EE application server would provide the best scalability and cost/performance ratio for a given application?

- Which hardware platform and operating system should be used as deployment platform for the chosen application server?

Obviously, the natural approach to answer these questions is to use benchmarks to measure the P&S of alternative platforms. However, we have all been able to witness how in the recent years different vendors have been running proprietary benchmarks and coming up with contradictory and biased results in their attempts to push their products and beat the competition [3, 120, 122, 124, 163]. It is clear that such results and claims cannot be trusted. What is needed are publicly available industry-standard benchmarks built and maintained by the industry itself with no predominance of any particular vendor. In order to provide useful results these benchmarks must fulfill the following requirements:

1. They must be representative of real-world systems.

2. They must exercise and measure all critical services provided by platforms.
3. They must not be tuned/optimized for specific products.
4. They must generate reproducible results.
5. They must not have any inherent scalability limitations.

The first attempt to come up with a benchmark for J2EE-based platforms that meets these requirements was initiated in 2000 and resulted in the development of the ECperf benchmark.

2.3 The ECperf Benchmark

ECperf is a popular benchmark for measuring the P&S of J2EE hardware and software platforms. It was built by Sun Microsystems in conjunction with J2EE server vendors under the JCP. ECperf is composed of a specification and a toolkit [155]. The specification describes the benchmark as a whole, the modeled workload, the running and scaling rules, and the operation and reporting requirements. The toolkit provides the necessary code to run the benchmark and measure performance.

2.3.1 ECperf Business Model

The ECperf workload is based on a distributed application claimed to be large enough and complex enough to represent a real-world e-business system [155, 161]. The benchmark designers have chosen manufacturing, supply chain management, and order/inventory as the "storyline" of the business problem to be modeled. This is an industrial-strength distributed problem, that is heavyweight, mission-critical and requires the use of a powerful and scalable infrastructure. Most importantly, it requires the use of interesting middleware services, including distributed transactions, clustering, load-balancing, fault-tolerance, caching, object persistence and resource pooling among others. It is these services of application servers that are exercised and measured by the ECperf benchmark.

ECperf models businesses using four domains [155]:

1. Customer domain dealing with customer orders and interactions.
2. Manufacturing domain performing just-in-time manufacturing operations
3. Supplier domain handling interactions with external suppliers.
4. Corporate domain managing all customer, product and supplier information.

Figure 2.1 illustrates these domains and gives some examples of typical transactions run in each of them.
The customer domain models customer interactions using an order entry application, providing some typical online ordering functionality, such as placing new orders (NewOrder transaction), changing existing orders (ChangeOrder transaction) and retrieving the status of a given order (OrderStatus transaction) or all orders of a given customer (CustStatus transaction). Orders can be placed by individual customers as well as by distributors. Orders placed by distributors are called large orders.

The manufacturing domain models the activity of production lines in a manufacturing plant. Products manufactured by the plant are called widgets. Manufactured widgets are also called assemblies, since they are comprised of components. The Bill Of Materials (BOM) for an assembly indicates the components needed for producing it. Both assemblies and components are commonly referred to as parts. There are two types of production lines, planned lines and large order lines. Planned lines run on schedule and produce a predefined number of widgets. Large order lines run only when a large order (LO) is received in the customer domain. The unit of work in the manufacturing domain is a work order. Each work order is for a specific quantity of a particular type of widget. When a work order is created, the BOM for the corresponding type of widget is retrieved and the required parts are taken out of inventory. As the widgets move through the assembly line, the work order status is updated to reflect progress. Once the work order is complete, it is marked
as completed and inventory is updated. When the inventory of parts gets depleted, suppliers need to be located and purchase orders need to be sent out. This is done by contacting the supplier domain. The supplier domain is responsible for interactions with suppliers. A supplier is chosen based on the parts that need to be ordered, the time in which they are required and the prices quoted. A purchase order (PO) is sent to the selected supplier. When the supplier delivers the parts, the supplier domain sends a message to the manufacturing domain to update inventory.

Finally, the corporate domain is a master keeper of all customer, supplier and product information for the whole enterprise. Credit information, including credit limits, about all customers is kept solely in a database in the corporate domain to provide maximal security and privacy. When a new order is placed in the customer domain, the corporate domain is contacted to determine the total amount to be paid taking customer discount policies into account. Before the order is confirmed a credit worthiness check is made.

### 2.3.2 ECperf Application Design

All the activities and processes in the four domains described above are implemented using Enterprise Java Bean (EJB) components [157] assembled into a single J2EE application which is deployed on the System Under Test (SUT). The only exception is for the interactions with suppliers which are implemented using a separate Java servlet application called supplier emulator. The latter is deployed in a Java-enabled Web server on a dedicated machine. The supplier emulator provides the supplier domain with a way to emulate the process of sending and receiving purchase orders to/from suppliers. The supplier emulator accepts a purchase order from the BuyerSes component in the supplier domain, processes the purchase order and then delivers the items ordered to the ReceiverSes component in the supplier domain. This interaction is depicted in Figure 2.2.

![Figure 2.2: Interaction with the supplier emulator.](image)

The workload generator is implemented using a multithreaded Java application
called *ECperf driver*. The latter is designed to run on multiple client machines, using an arbitrary number of JVMs to ensure that it has no inherent scalability limitations. A relational DBMS is used for data persistence and all data access operations use entity beans which are mapped to tables in the ECperf database.

The throughput of the benchmark is driven by the activity of the order entry application in the customer domain and the manufacturing application in the manufacturing domain. The throughput of both applications is directly related to the chosen *Injection Rate (IR)*, which determines the number of order entry transactions started and the number of work orders scheduled per second. The total number of order entry transactions (NewOrder, ChangeOrder, OrderStatus and CustStatus) injected per second is equal to the IR. The total number of work orders scheduled per second equals $0.65 \times IR$ (of these, $0.05 \times IR$ are triggered by large orders placed in the customer domain).

Business transactions are selected by the driver based on the mix shown in Table 2.1. Since the benchmark is intended to test the transaction handling capabilities of EJB containers, the mix is update intensive. The actual mix achieved in the benchmark must be within 5% of the targeted mix for each type of transaction. For example, the NewOrder transactions can vary between 47.5% to 52.5% of the total mix. The driver checks and reports on whether the mix requirement was met.

<table>
<thead>
<tr>
<th>Business Transaction</th>
<th>Percent Mix</th>
</tr>
</thead>
<tbody>
<tr>
<td>NewOrder</td>
<td>50%</td>
</tr>
<tr>
<td>ChangeOrder</td>
<td>20%</td>
</tr>
<tr>
<td>OrderStatus</td>
<td>20%</td>
</tr>
<tr>
<td>CustStatus</td>
<td>10%</td>
</tr>
</tbody>
</table>

The summarized performance metric provided after running the benchmark is called *BBops/min* and it denotes the average number of successful Benchmark Business OPerationS per minute completed during the measurement interval. BBops/min is composed of the total number of business transactions completed in the customer domain, added to the total number of work orders completed in the manufacturing domain, normalized per minute. The benchmark can be run in two modes. In the first mode only the order entry application is run, while in the second mode both the order entry and the manufacturing applications are run.
2.3.3 From ECperf to SPECjAppServer2001/2002

In September 2002, the ECperf benchmark was taken over by SPEC and renamed to SPECjAppServer2001\textsuperscript{2}. SPECjAppServer2001 became the official industry-standard benchmark for measuring the P&S of J2EE 1.2 hardware and software platforms. In November 2002, SPECjAppServer2001 was ported to J2EE 1.3/EJB 2.0 and a new version of the benchmark was released under the name SPECjAppServer2002. Note that, in terms of workload and application design, both SPECjAppServer2001 and SPECjAppServer2002 were essentially identical to ECperf 1.1 and the only difference between them was in the versions of J2EE/EJB used.

2.4 Evaluating J2EE Persistence Methods

The J2EE platform provides a variety of options for making business data persistent using DBMS technology. However, the integration with existing backend database systems has proven to be of crucial importance for the P&S of J2EE applications because the latter are usually very data-intensive. As a result, the data access layer, and the link between the application server and the database server in particular, are very susceptible to turning into a system bottleneck. In this section, we use the ECperf benchmark as an example of a realistic application in order to evaluate the major persistence methods in J2EE and demonstrate how the data access layer could easily become a bottleneck preventing the system to scale. We discuss several subtle issues we discovered in the design of ECperf limiting the overall scalability of the benchmark and degrading its performance and reliability. The main problem is in the way long transactions are processed and persistent data is managed. Long transactions are processed synchronously and span external network communication which leads to high data contention in the database. This results in a scalability bottleneck which manifests itself clearly when using a database with pessimistic concurrency control. After discussing the problem in detail, we propose a redesign of the benchmark which addresses the discovered issues. In the new design, long transactions are chopped up into shorter ones reducing data contention in the database. External communication is performed \textit{asynchronously} outside of the context of database-intensive transactions. This eliminates the scalability bottleneck and addresses the identified performance and reliability issues.

2.4.1 Persistence Methods in J2EE

Entity beans are the natural method provided in J2EE for modeling persistent business data. They provide an object-oriented model in which business data is

\textsuperscript{2}SPECjAppServer is a trademark of the Standard Performance Evaluation Corp. (SPEC). Although released in 2002, the benchmark was named SPECjAppServer2001, because it used the workload of the ECperf 1.1 benchmark, which was released in 2001.
represented as Java objects. The actual data being modeled is stored in attributes of
the objects. However, in order to make the entity bean data persistent, the container
needs an underlying persistence mechanism. Examples of persistence mechanisms
that can be used are relational databases, object databases or file systems. We will
be assuming that a relational DBMS is used as persistence mechanism since this is
the most typical case. Before the entity bean data can be made persistent, it must
be mapped to some data structures in the underlying storage - the database. Data
access code (typically SQL) must be provided for storing data in the database and
retrieving it. The EJB specification [157] offers two alternatives for defining the
data access code of entity beans. In the first case, code is written by the component
developer and the bean is said to use Bean-Managed Persistence (BMP). In the
second case, code is automatically generated by the container and the bean is said
to use Container-Managed Persistence (CMP). As discussed in [140], both BMP
and CMP have their virtues and drawbacks.

There are some fundamental benefits that entity beans bring to the table. First,
they allow a clear separation between the business logic and the persistence logic of
the application. When using entity beans the developer does not need to know about
the underlying persistence mechanism. The data access logic is decoupled from the
application logic and application code is much easier to understand and maintain.
Second, entity beans allow the container to cache and reuse data in the middle tier
and in this way reduce the load on the database. Finally, entity beans can enforce
control on the way data is accessed and modified. For example, when updating an
attribute on an entity bean, the entity bean may need to perform validation logic on
its changes and possibly institute updates on other entity beans in the application.
However, even though entity beans bring all these advantages, there are situations
when it is not worth to go through the entity bean layer. In particular, when reading
large amounts of read-only data for listing purposes it is recommended to consider
bypassing entity beans and read data directly through JDBC in session beans. This
is sometimes termed Session Bean-Managed Persistence (SMP) [101] and in the
above situations may lead to significant performance gains. To summarize, the
J2EE platform provides three major approaches for managing persistent business
data: BMP, CMP and SMP. We will concentrate on BMP and CMP since they are
more typical for modern J2EE applications.

2.4.2 Performance Comparison of BMP and CMP

We now use the ECperf benchmark to compare BMP and CMP in terms of their
performance and discuss the issues that drive the choice between them. In addition,
we provide some guidelines for improving BMP performance.

ECperf offers both BMP and CMP versions of all entity beans used. We con-
ducted experiments, first with BMP and then with CMP, in the deployment envi-
Figure 2.3: ECperf deployment environment.

We were quite surprised that ECperf performed much worse with BMP than with CMP. Monitoring the database server, we noticed that in the BMP version of ECperf entity bean data was updated in the database at every transaction commit even when no changes had been made, i.e. at transaction commit all entity beans accessed by the transaction had their data updated in the database even if they had been accessed in read-only mode. We changed the BMP code to check if data had been modified and only in this case update the database [154]. As a result, throughput soared by a factor of two, but performance was still worse than with CMP.

Figure 2.4 shows the ECperf results that we obtained with our optimized BMP code compared to the results that we obtained with CMP. In these experiments we ran the order entry application under different transaction IRs. The first graph compares average throughput (order entry transactions per minute) relative to the average throughput achieved when running at IR of 10. The second graph reports the average transaction commit time (in ms) of order entry transactions. Results show that CMP performs substantially better as we raise the IR beyond 30. As
argued in [154], there are some important reasons for this performance difference. Most importantly, giving the container control over the data access logic, allows for some automatic optimizations usually not implemented in BMP code. For example, the container can monitor which fields of an entity bean are modified during a transaction and make sure that only these fields are written to the database at commit time. This minimizes database access calls and avoids doing unnecessary work. Another optimization that is usually provided is related to the loading of entity beans. With BMP loading an entity bean usually requires two database calls:
1. `ejbFind` to find the respective database record and retrieve its primary key.

2. `ejbLoad` to read the entity bean’s data from the database.

With CMP these steps are usually transparently combined into a single database access retrieving both the primary key and the data. Similar optimization can also be applied when loading a collection of N entity beans. With BMP this would require N+1 database calls, i.e. 1 `ejbFind` and N `ejbLoads`. With CMP the container can combine the N+1 calls into a single call.

Coming back to our results with ECperf (Figure 2.4), we see that the extra database calls when using BMP lead not only to higher response times, but also to the system getting saturated much more quickly. As a result, throughput starts to drop as we increase the IR beyond 40. So, generally speaking, if configured properly CMP usually performs much better than BMP and therefore our recommendation is to use CMP whenever possible. However, there are situations where one may not be able to use CMP. For example, in cases where the container does not directly support the persistence mechanism used, or it supports it, but some complex mappings need to be defined that are not supported. In such cases BMP holds an advantage over CMP, because it not only allows an arbitrary persistence mechanism to be used, but also provides complete control on how beans are mapped to storage structures. If one does not have a choice but to use BMP, there are several straightforward ways to improve its performance [84]. First of all, the N+1 database calls problem described above can be eliminated by using the so-called Fat Key Pattern [101]. Second, most containers provide sophisticated caching mechanisms that can be exploited to reduce the load on the database. For example, if an entity is never modified by external applications, one can avoid having to load the entity data at the beginning of every transaction. Once the entity data is loaded from the database, it can be used for multiple transactions without any further database accesses. Finally, BMP performance can be improved significantly by using parameterized prepared SQL statements [125]. This reduces the load on the DBMS by allowing it to reuse cached execution plans for statements that were already prepared. Most application servers provide a prepared statement cache as part of the connection pool manager.

### 2.4.3 The ECperf Persistence Bottleneck

Apart from running ECperf with Oracle we also conducted some experiments with Informix. However, surprisingly enough, the benchmark was exhibiting quite a different behavior when run with Informix. More specifically, the persistence layer was turning into a system bottleneck and preventing the benchmark to stress the application server and measure its performance. We now take a closer look at the sources of this problem and then proceed to offer a concrete solution to eliminate the persistence bottleneck.
Figure 2.5 depicts our second deployment environment with Informix as database server. When we ran ECperf out-of-the-box in this environment we monitored the database and observed very high data contention levels. Unlike Oracle, Informix employs a pessimistic scheduler which uses a locking-based concurrency control technique based on the popular 2-Phase-Locking (2PL) Protocol [170]. Under 2PL data items are locked before being accessed. Concurrent transactions trying to access locked data items in conflicting mode are either aborted or blocked waiting for the locks to be released. When running ECperf we noticed that large amounts of data access operations were resulting in lock conflicts which were blocking the respective transactions. A high proportion of the latter were eventually being aborted because of either timing out or causing a deadlock. As a result, very poor throughput levels were achievable and raising the IR beyond 2 caused a sudden drop in throughput - a phenomenon known as data thrashing [160].

The first thing that comes to mind when trying to reduce data contention is to decrease the locking granularity [170]. After setting up Informix to use row-level locks (instead of page-level locks) we observed a significant increase in throughput.
To further optimize the data layer we tried decreasing the isolation level [135]. We configured all entity beans to use the SQL \texttt{TRANSACTION\_COMMITTED\_READ} isolation level although this could compromise data consistency and integrity. However, the ECperf specification [155] does not place a restriction with respect to this. While these obvious optimizations could help to alleviate the identified bottleneck, they could not eliminate it and make ECperf behave as intended.

\textbf{Getting to the Core of the Problem}

After conducting a number of experiments and monitoring the database we noticed the following: the crucial transaction \texttt{scheduleWorkOrder} of the WorkOrderSes bean in the manufacturing domain was taking relatively long to complete, while holding exclusive locks on some highly demanded database tables. The transaction first creates a new work order entity, then identifies the components that make up the requested assembly in the BOM and assigns the required parts from inventory. The transaction can also cause calls into the supplier domain in case some parts get depleted and new amounts need to be ordered. Figure 2.6 depicts the execution step-by-step.

![Figure 2.6: The scheduleWorkOrder transaction.](image)

The \texttt{scheduleWorkOrder} transaction proceeds as follows:
1. Create a work order.
   - Insert a row in the M_WORKORDER table.

2. Start processing the work order (stage 1 processing).
   - Get the BOM.
   - Assign required parts from inventory.

3. If parts need to be ordered send a purchase order.
   - Insert rows in the S_PURCHASE_ORDER and S_PURCHASE_ORDERLINE tables.
   - Send the purchase order to the supplier emulator - order is sent in XML format through HTTP.

We identified two problems with this design of the scheduleWorkOrder transaction. First, sending the purchase order (the last step) delays the transaction while holding locks on the previously inserted table and index entries. We monitored the database lock tables and observed that indeed most of the lock conflicts were occurring when trying to access the M_WORKORDER, S_PURCHASE_ORDER and S_PURCHASE_ORDERLINE tables or their indices. This supported our initial suspicion that it was the access to these tables that was causing the bottleneck. The second problem is that the sending step is not implemented to be undoable. In other words once a purchase order is sent to the supplier emulator, its processing begins and this processing is not cancelled even if the scheduleWorkOrder transaction that sent the order is eventually aborted. Indeed, if this occurs, all actions of the scheduleWorkOrder transaction are rolled back except for the sending step. As a result, the respective purchase order is removed from the S_PURCHASE_ORDER table, but the supplier emulator is not notified that the order has been cancelled and continues processing it. Later when the order is delivered no information about it will be found in the database and an exception will be triggered. Thus, while the first problem has to do with data contention and performance, the second one concerns the scheduleWorkOrder transaction’s atomicity and semantics.

We suggested modifications to the benchmark that aim at eliminating the identified bottleneck. Our approach breaks up the scheduleWorkOrder transaction into smaller separate transactions. This is known as transaction chopping in the literature [170]. The main goal is to commit update operations as early as possible, so that respective locks are released. We strive to isolate time-consuming operations in separate transactions that do not require exclusive locks. At the same time we ensure that transaction semantics are correct. We have identified and proposed two different solutions to the problem. In the first one we keep adhering to the EJB 1.1
specification, while in the second one, we utilize some services defined in the EJB 2.0 specification. Here we only consider the second solution since it has some significant advantages over the first one. Readers interested in the EJB 1.1 solution are referred to [80].

**Utilizing Messaging and Asynchronous Processing**

The problem with the scheduleWorkOrder transaction was that the sending of the purchase order may delay the transaction while holding highly demanded locks. On the one hand, we want to move this step into a separate transaction to make scheduleWorkOrder finish faster. On the other hand, we need to guarantee that the sending operation is executed atomically with the rest of the scheduleWorkOrder transaction. In other words, if the transaction commits, the purchase order should be sent, if the transaction aborts the purchase order should be destroyed and never be sent. In fact, as already discussed above, this atomicity is not guaranteed by the given design of ECperf. However, we believe that this is what the correct behavior of the scheduleWorkOrder transaction should be. We would like to note that in the given situation we do not have the requirement that the sending of the purchase order must be executed to its end before scheduleWorkOrder commits. We only need to make sure that, provided that the transaction commits, the sending operation is eventually executed. This situation lends itself naturally to asynchronous processing and messaging.

Messaging is an alternative to traditional Request-Reply processing. Request-Reply is usually based on Remote Method Invocation (RMI) or Remote Procedure Call (RPC) mechanisms. Under these mechanisms, a client sends a request (usually by calling a method on a remote object) and is then blocked, waiting until the request is processed to its end. This is exactly our situation above with the sending of the purchase order. This blocking element prevents the client from performing any processing in parallel while waiting for the server - a problem that has long been a thorn for software developers and whose solution has led to the emergence of Messaging and Message-Oriented Middleware (MOM) as an alternative to Request-Reply. In fact, it is a solution defined long time ago with the advent of the so-called queued transaction processing models [18]. In a nutshell, the idea behind messaging is that a middleman is introduced, sitting between the client and the server [140]. The middleman receives messages from one or more message producers and broadcasts these messages to possibly multiple message consumers. This allows a producer to send a message and then continue processing while the message is being delivered and processed. The message producer can optionally be later notified when the message is completely processed. A special type of messaging is the so-called point-to-point messaging in which each message is delivered to a single consumer. Messages are sent to a centralized message queue where they are processed usually
on a First-In-First-Out (FIFO) basis. Multiple consumers can grab messages off the queue, but any given message is consumed exactly once. The Java Messaging Service (JMS) [159] is a standard Java API for accessing MOM infrastructures and the EJB 2.0 specification [157] integrates JMS with EJB by introducing Message-Driven Beans (MDBs). The latter are components that act as message consumers in that they receive and process messages delivered by the MOM infrastructure. For example in a point-to-point messaging scenario MDBs can be used to process messages arriving on a message queue.

Eliminating the Persistence Bottleneck

We wanted to allow the scheduleWorkOrder transaction to commit before the purchase order is sent, but with the guarantee that it will eventually be sent. By utilizing messaging we can simply send a message to the supplier domain notifying it that a new order has been created and must be sent. After this we can commit our transaction and release all locks. A dedicated MDB can be deployed in the supplier domain to handle incoming messages by sending orders to the supplier emulator.

We only need to make sure that the operation that sends the notification message to the supplier domain is executed as part of the scheduleWorkOrder transaction. This would ensure that the sending of the message is executed atomically with the rest of the transaction. Furthermore, modern messaging infrastructures provide a guaranteed message delivery option which ensures that once a transaction is committed all messages it has sent will be delivered even if respective consumers were down at the time of sending. Taking advantage of this property, we can claim that if the scheduleWorkOrder transaction creates a purchase order and then successfully commits, we have the guarantee that the supplier domain will eventually be notified and the purchase order will be sent out to the supplier emulator. The latter enables us to safely move our sending step into a separate transaction and execute it asynchronously. Figure 2.7 illustrates this solution. The new design of the scheduleWorkOrder transaction is depicted in Figure 2.8.
Figure 2.8: New design of the scheduleWorkOrder transaction.

Figure 2.9 compares throughput (BBops/min) achieved with Informix when running ECperf out-of-the-box against throughput achieved after implementing our messaging-based redesign. All data is relative to the throughput that we obtained when running ECperf out-of-the-box at IR of 1. As we can see, throughput increases linearly up to IR of 6 and then gradually starts to drop as we go beyond IR of 10. This is because at this point the application server is saturated (its CPU utilization approaches 100%). Not only does the asynchronous design bring a big performance advantage, but it also eliminates the second problem that we mentioned regarding the atomicity of the scheduleWorkOrder transaction. There is no way for a purchase order to be cancelled after it has been sent to the supplier emulator. A further benefit that we get is related to the application’s reliability. Under the original design if the supplier emulator is down at the time a new purchase order is being created, the scheduleWorkOrder transaction will be aborted after timing out and all its work will be lost. With the new design the notification message will be sent successfully and although the sending of the order will be delayed until the supplier emulator comes up, the scheduleWorkOrder transaction will be able to commit successfully.

One might wonder why this bottleneck in ECperf was not noticed earlier. The answer is that everyone had only been testing with Oracle where an optimistic multi-version concurrency control protocol is used. The important advantage of this protocol is that it never blocks read operations even when concurrent updates
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are taking place. For this particular workload Oracle’s protocol obviously proved to perform much better. However, we will now show that even with an Oracle DBMS our redesign brings some significant performance and reliability benefits.

Figure 2.10 compares the synchronous and asynchronous variants of ECperf when run with Oracle. The performance gains of the asynchronous variant are considerably lower in this case, but they increase steadily as we raise the IR. The average CPU utilization of the database server and the application server during the experiments is shown on Figure 2.11. We can see that under the synchronous variant of ECperf the CPU utilization of the application server approaches 100% at IR of 6. This explains why there is hardly any increase in throughput at higher IRs. Under the asynchronous variant, the CPU utilization of the application server is constantly lower because purchase orders are not sent immediately. As as result, the application server is saturated much later, namely at IR of 10 instead of 6. This enables us to achieve higher throughput levels at IRs beyond 6 and explains why the database server’s CPU utilization is higher at these IRs. As far as the database server is concerned, there is almost no difference in CPU utilization. This is because whether we send purchase orders synchronously or asynchronously does not affect the amount of work that has to be done by the database server.
Figure 2.10: Synchronous vs. asynchronous variant of ECperf with Oracle 9i.

However, we must note that the scenario under which we carried out our experiments is not realistic in the sense that the supplier emulator is contacted over a LAN. In real life, contacting the supplier emulator might take much longer if we have to go over a WAN. This would result in much higher network delays and would further degrade the performance of the synchronous ECperf design. In order to illustrate this, we modified the supplier emulator to impose an artificial delay before confirming receipt of the purchase order. We then carried out some experiments under the same transaction IR, but with different length of the simulated network delay. Figure 2.12 shows the impact of the emulator delays on the throughput of the manufacturing application. Obviously, there was hardly any impact on the asynchronous variant of ECperf because the delays were not blocking the transactions in the manufacturing domain. However, this was not the case for the synchronous variant of ECperf where the delays were making the scheduleWorkOrder transaction finish slower and in this way were directly affecting the throughput of the manufacturing application. We can see how quickly the throughput drops as we increase the length of the network delay.

ECperf and its successors SPECjAppServer2001 and SPECjAppServer2002 were intended as DBMS-independent benchmarks and some changes were required in
order to make this a reality. The proposed modifications were submitted both to the ECperf expert group at Sun Microsystems and to SPEC’s OSG-Java subcommittee where they were discussed and approved. The modifications were implemented in a future version of the benchmark that is presented in the next section.

2.5 The SPECjAppServer2004 Benchmark

SPECjAppServer2004 is the new industry-standard benchmark for measuring the P&S of J2EE hardware and software platforms, i.e. the successor benchmark of SPECjAppServer2002, SPECjAppServer2001 and ECperf. SPECjAppServer2004 was developed by SPEC’s Java subcommittee, which includes IBM, Darmstadt
University of Technology, Sun Microsystems, BEA, Borland, Intel, Oracle, Hewlett-Packard, Pramati and Sybase. It is important to note that even though SPECjAppServer2004’s business model looks similar to SPECjAppServer2002 (and respectively to ECperf), SPECjAppServer2004 is a new benchmark substantially different from previous versions of SPECjAppServer [153]. It implements a new enhanced workload that exercises all major services of the J2EE platform, including the Web container and the Java Messaging Service (JMS), in a complete end-to-end application scenario. Asynchronous messaging is exploited as proposed in Section 2.4.3 (resp. [80, 83]) to provide maximum scalability and address performance and reliability issues.

### 2.5.1 SPECjAppServer2004 Business Model

The SPECjAppServer2004 workload has been specifically modeled after an automobile manufacturer whose main customers are automobile dealers [147]. Dealers use a Web based user interface to browse an automobile catalogue, purchase automobiles, sell automobiles and track dealership inventory. As depicted in Figure 2.13, SPECjAppServer2004’s business model comprises five domains: customer domain dealing with customer orders and interactions, dealer domain offering Web based interface to the services in the customer domain, manufacturing domain performing "just in time"manufacturing operations, supplier domain handling interactions with external suppliers, and corporate domain managing all dealer, supplier and automobile information. With exception of the dealer domain, these domains are similar to their respective domains in SPECjAppServer2002 in terms of the services they provide. However, their implementation is different.
The customer domain hosts an order entry application that provides some typical online ordering functionality. The latter includes placing new orders, retrieving the status of an order or all orders of a given customer, canceling orders and so on. Orders for more than 100 automobiles are called large orders.

The dealer domain hosts a Web application (called dealer application) that provides a Web based interface to the services in the customer domain. It allows customers, in our case automobile dealers, to keep track of their accounts, keep track of dealership inventory, manage a shopping cart, and purchase and sell automobiles.

The manufacturing domain hosts a manufacturing application that models the activity of production lines in an automobile manufacturing plant. Similarly to SPECjAppServer2002, there are two types of production lines, planned lines and large order lines. Planned lines run on schedule and produce a predefined number of automobiles. Large order lines run only when a large order (LO) is received in the customer domain. The unit of work in the manufacturing domain is a work order. Each work order is for a specific number of automobiles of a certain model. When a work order is created, the bill of materials for the corresponding type of automobile is retrieved and the required parts are taken out of inventory. As automobiles move through the assembly line, the work order status is updated to reflect progress. Once the work order is complete, it is marked as completed and inventory is updated. When the inventory of parts gets depleted, suppliers need to be located and purchase orders need to be sent out. This is done by contacting the supplier domain, responsible for interactions with external suppliers. A supplier
is chosen based on the parts that need to be ordered, the time in which they are required and the prices quoted. A purchase order (PO) is sent to the selected supplier. The purchase order includes the quantities of the various parts being ordered, the site they must be delivered to and the date by which delivery must happen. When the parts are delivered, the supplier domain sends a message to the manufacturing domain to update inventory.

### 2.5.2 Benchmark Design and Workload

All the activities and processes in the five domains described above are implemented using J2EE components (Enterprise Java Beans, Servlets and Java Server Pages) assembled into a single J2EE application that is deployed in an application server running on the System Under Test (SUT). The only exception is for the interactions with suppliers which are implemented using a separate Web application called supplier emulator. The latter is deployed in a Java-enabled Web server on a dedicated machine. The supplier emulator provides the supplier domain with a way to emulate the process of sending and receiving purchase orders to/from suppliers.

A relational DBMS is used for data persistence and all data access operations use entity beans which are mapped to tables in the SPECjAppServer database. All entity beans use CMP and follow the guidelines in [83] to provide maximum scalability and performance. Communication across domains is implemented using asynchronous messaging exploiting JMS and MDBs. In particular, the placement and fulfillment of large orders, requiring communication between the customer domain and the manufacturing domain, is implemented asynchronously. Another example is the placement and delivery of supplier purchase orders, which requires communication between the manufacturing domain and the supplier domain. The latter is implemented according to the proposal in Section 2.4.3 (resp. [80, 83]) to address performance and reliability issues.

The workload generator is implemented using a multi-threaded Java application called SPECjAppServer driver. The latter is designed to run on multiple client machines using an arbitrary number of JVMs to ensure that it has no inherent scalability limitations. The driver is made of two components - manufacturing driver and DealerEntry driver. The manufacturing driver drives the production lines (planned lines and large order lines) in the manufacturing domain and exercises the manufacturing application. It communicates with the SUT through the RMI interface. The DealerEntry driver emulates automobile dealers that use the dealer application in the dealer domain to access the services of the order entry application in the customer domain. It communicates with the SUT through HTTP and exercises the dealer and order entry applications using three operations referred to as business transactions:

1. Browse - browses through the vehicle catalogue.
2. Purchase - places orders for new vehicles.

3. Manage - manages the dealer inventory (sells vehicles and/or cancels open orders).

Each business transaction emulates a specific type of client session comprising multiple round-trips to the server. For example, the Browse transaction navigates to the vehicle catalogue Web page and then pages a total of thirteen times, ten forward and three backwards. Business transactions are selected by the driver based on the mix shown in Table 2.2. The actual mix achieved by the benchmark must be within 5% of the targeted mix for each type of business transaction. For example, Browse transactions can vary between 47.5% to 52.5% of the total mix. The driver checks and reports on whether the mix requirement was met.

Table 2.2: SPECjAppServer2004 business transaction mix requirements.

<table>
<thead>
<tr>
<th>Business Transaction</th>
<th>Percent Mix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Browse</td>
<td>50%</td>
</tr>
<tr>
<td>Purchase</td>
<td>25%</td>
</tr>
<tr>
<td>Manage</td>
<td>25%</td>
</tr>
</tbody>
</table>

The throughput of the benchmark is driven by the activity of the dealer and manufacturing applications. The throughput of both applications is directly related to the chosen transaction Injection Rate (IR). The latter determines the number of business transactions generated by the DealerEntry driver, and the number of work orders scheduled by the manufacturing driver per unit of time. The summarized performance metric provided after running the benchmark is called JOPS and it denotes the average number of successful JAppServer Operations Per Second completed during the measurement interval. JOPS is composed of the total number of business transactions completed in the dealer domain, added to the total number of work orders completed in the manufacturing domain, normalized per second.

To ensure that benchmark results are correctly obtained and all requirements are met, the driver makes explicit audit checks by calling certain components on the SUT both at the beginning and at the end of the run. The driver includes audit results with the run results. For a list of the individual auditing activities the driver performs, refer to the benchmark Run and Reporting Rules [147].

The most important J2EE services exercised by the benchmark are the following:

- The Web container, including Servlets and JSPs.
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- The EJB container.
- EJB 2.0 container-managed persistence.
- Transaction management.
- JMS and MDBs.
- Database connectivity.

Note that the benchmark also heavily exercises all parts of the underlying infrastructure that make up the application environment, including hardware, JVM software, database software, JDBC drivers and the system network.

2.5.3 Standard vs. Distributed Workload

To satisfy the requirements of a wide variety of customers, the SPECjAppServer2004 benchmark can be run in standard or distributed mode [147]. In the standard version of the workload, the benchmark domains are allowed to be combined. This means that the benchmark implementer can choose to run a single deployment unit that accesses a single database containing the tables of all domains. However, the benchmark implementer is free to separate the domains into their deployment units with one or more database instances.

The distributed version of the workload is intended to measure application performance where the world-wide enterprise that the benchmark models performs business transactions across business domains employing heterogeneous resource managers. In this model, the workload requires a separate deployment unit and a separate DBMS instance for each domain. XA-compliant recoverable 2-phase commits [162] are required for business transactions that span multiple domains. The configuration for the 2-phase commit is required to be done in a way that would support heterogeneous systems. Even though implementations are likely to use the same type of resource manager for all domains, the J2EE servers and resource managers cannot take advantage of the knowledge of homogeneous resource managers to optimize the 2-phase commits.

2.6 Case Study with SPECjAppServer2004 on JBoss

The JBoss application server is the world’s most popular open-source J2EE application server. Combining a robust, yet flexible architecture with a free open-source license and extensive technical support from the JBoss Group, JBoss has quickly established itself as a competitive platform for e-business applications. However, like other open-source products, JBoss has often been criticized for having poor P&S, failing to meet the requirements for mission-critical enterprise-level services.
In this section\(^3\), we use the SPECjAppServer2004\(^4\) benchmark to study how the performance of J2EE applications running on JBoss can be improved by exploiting different deployment and tuning options offered by the platform. We start by comparing several alternative Web containers (servlet/JSP engines) that are typically used in JBoss applications, i.e. Tomcat 4, Tomcat 5 and Jetty. Following this, we evaluate the performance difference when using local interfaces, as opposed to remote interfaces, for communication between the presentation layer (Servlets/JSPs) and the business layer (EJBs) of the application. We measure the performance gains from several typical data access optimizations often used in JBoss applications and demonstrate that the choice of JVM has very significant impact on the overall system performance. The exact version of JBoss server considered is 3.2.3, released on November 30, 2003. Even though our study is specific to JBoss, most of the results and findings of this section are generalized to other J2EE application servers.

### 2.6.1 Experimental Setting

In our experimental analysis, we use two different deployment environments for SPECjAppServer2004, depicted in Figures 2.14 and 2.15, respectively. The first one is a single-node deployment, while the second one is a clustered deployment with four JBoss servers. Table 2.3 provides some details on the configuration of the machines used in the two deployment environments. Since JBoss exhibits different behavior in clustered environment, the same deployment option (or tuning parameter) might have different effect on performance when used in the clustered deployment, as opposed to the single-node deployment. Therefore, we consider both deployment environments in our analysis.

![Figure 2.14: Single-node deployment.](image-url)

\(^3\)The material presented in this section is joint work with Björn Weis [88, 171].

\(^4\)The SPECjAppServer2004 results or findings in this section have not been reviewed by SPEC, therefore no comparison nor performance inference can be made against any published SPEC result. The official Web site for SPECjAppServer2004 is located at http://www.spec.org/jAppServer2004.
JBoss is shipped with three standard server configurations: "minimal", "default" and "all". The "default" configuration is typically used in single-server environments, while the "all" configuration is meant for clustered environments. We use the "default" configuration as a basis for the single JBoss server in our single-node deployment, and the "all" configuration as a basis for the $N$ JBoss servers in
our clustered deployment. For details on the changes made to the standard server configurations for deploying SPECjAppServer2004, the reader is referred to [171]. In both the single-node and the clustered deployments, all SPECjAppServer2004 components (EJBs, servlets, JSPs) are deployed on all JBoss servers. In the clustered deployment, client requests are evenly distributed over the JBoss servers in the cluster.

The driver machine hosts the SPECjAppServer2004 driver and the supplier emulator. All entity beans are persisted in the database. The DBMS we use runs under SQL isolation level of READ_COMMITTED by default. For entity beans required to run under REPEATABLE_READ isolation level, pessimistic SELECT_FOR_UPDATE locking is used. This is achieved by setting the row-locking option in the jbosscmp-jdbc.xml configuration file.

We adhere to the SPECjAppServer2004 Run Rules for most of the experiments in our study. However, since not all deployment options that we consider are allowed by the Run Rules, in some cases we have to slightly deviate from the latter. For example, when evaluating the performance of different entity bean commit options, in some cases we assume that the JBoss server has exclusive access to the underlying persistent store (storing entity bean data), which is disallowed by the Run Rules. This is acceptable, since our aim is to evaluate the impact of the respective deployment options on performance, rather than to produce standard benchmark results to be published and compared with other results.

2.6.2 Performance Analysis

We now present the results of our experimental analysis. We look at a number of different JBoss deployment and configuration options and evaluate their impact on the overall system performance. As a basis for comparison a standard out-of-the-box configuration is used with all deployment parameters set to their default values. Hereafter, we refer to this configuration as Standard (shortened "Std"). For each deployment/configuration setting considered, its performance is compared against the performance of the standard configuration. Performance is measured in terms of the following metrics:

- CPU utilization of the JBoss server(s) and the database server.

- Throughput of business transactions.

- Mean response times of business transactions.

By business transactions, here, we mean the three dealer operations, Purchase, Manage and Browse (as defined in Section 2.5.2) and the WorkOrder transaction running in the manufacturing domain. It is important to note that the IR at which
experiments in the single-node environment are conducted is different from the IR for experiments in the clustered environment. A higher IR is used for cluster experiments, so that the four JBoss servers are utilized to a reasonable level. Disclosing the exact IRS at which experiments are run is not allowed by the SPECjAppServer2004 license agreement.

**Use of Different Web Containers**

JBoss allows a third-party Web container to be integrated into the application server framework. The most popular Web containers typically used are Tomcat [4] and Jetty [117]. By default Tomcat 4.1 is used. As of the time of writing, the integration of Tomcat 5 in JBoss is still in its beta stage. Therefore when using it, numerous debug messages are output to the console and logged to files. This accounts for significant overhead that would not be incurred in production deployments. For this reason, we consider two Tomcat 5 configurations, the first one out-of-the-box and the second one with debugging turned off. It is the latter that is more representative and the former is only included to show the overhead of debugging.

Since the manufacturing application does not exercise the Web container, it is not run in the experiments of this section. Only the dealer and order-entry applications are run, so that the stress is put on the benchmark components that exercise the Web container.

We consider four different configurations:

1. Tomcat 4.1 (shortened Tom4)
2. Tomcat 5 out-of-the-box (shortened Tom5)
3. Tomcat 5 without debugging (shortened Tom5WD)
4. Jetty

Comparing the four Web containers in the single-node deployment, revealed no significant difference with respect to achieved transaction throughput and average CPU utilization. With exception of Tom5WD, in all configurations, the measured CPU utilization was about 90% for the JBoss server and 45% for the database server. The Tom5WD configuration exhibited 2% lower CPU utilization both for the JBoss server and the database server. As we can see from Figure 2.16, the lower CPU utilization resulted in Tom5WD achieving the best response times, followed by Jetty. It stands out that the response time improvement was most significant for the Browse transaction. The reason for this is that, while Purchase and Manage comprise only 5 round-trips to the server, Browse comprises a total of 17 round-trips each going through the Web container. As mentioned, the effect on transaction
throughput was negligible. This was expected since, for a given IR, SPECjApp
erServer2004 has a target throughput that is normally achieved unless there are some
system bottlenecks.

The four Web containers exhibited similar behavior in the clustered deployment. The only
exception was for the Tom5 configuration, which in this case was performing much worse
compared to the other configurations. The reason for this was that, all four servers in the
clustered deployment were logging their debug messages to the same network drive. Since,
having four servers, means four times more debug information to be logged, the shared
logging drive became a bottleneck. Figure 2.17 shows the response times of the three business
transactions. Note that this diagram uses a different scale.

![Figure 2.16](image1)

**Figure 2.16**: Mean response times with different Web containers in the single-node
environment.

![Figure 2.17](image2)

**Figure 2.17**: Mean response times with different Web containers in the clustered
environment.
Use of Local vs. Remote Interfaces

In SPECjAppServer2004, by default, remote interfaces are used to access business logic components (EJBs) from the presentation layer (Servlets/JSPs) of the application. However, since in both the single-node and clustered environments, presentation components are co-located with business logic components, one can alternatively use local interfaces. This eliminates the overhead of remote network communication and is expected to improve performance. In this section, we evaluate the performance gains from using local interfaces to access EJB components from Servlets and JSPs in SPECjAppServer2004. Note that our standard configuration (i.e. Std) uses remote interfaces.

Figure 2.18: Mean response times with remote vs. local interfaces in the single-node environment.

Figure 2.19: Mean response times with remote vs. local interfaces in the clustered environment.
Figure 2.18 shows the transaction response times with remote vs. local interfaces in the single-node deployment. As we can see, using local interfaces led to response times dropping up to 35%. Again, most affected was the Browse transaction. In addition to this, the use of local interfaces led to lower CPU utilization of the JBoss server. It dropped from 82% to 73% when switching from remote to local interfaces. Again, differences in transaction throughput were negligible.

As expected, switching to local interfaces brought performance gains also in the clustered deployment. However, in this case, the delays resulting from calls to the EJB layer were small compared to the overall response times. This is because in clustered environment, there is additional load balancing and synchronization overhead which contributes to the total response times. As a result, delays from calls to the EJB layer constitute smaller portion of the overall response times than in the single-node case. Therefore, the performance improvement from using local interfaces was also smaller than in the single-node case. Figure 2.19 shows the measured response times of business transactions. The effect on transaction throughput and CPU utilization was negligible.

Data Access Optimizations

In this section, we measure the effect of several data access configuration options on the overall system performance. The latter are often exploited in JBoss applications to tune and optimize the way entity beans are persisted. We first discuss these options and then present the results from our analysis.

Entity Bean Commit Options: JBoss offers four entity bean persistent storage commit options, i.e. A, B, C and D [29, 148]. While the first three are defined in the EJB specification [157], the last one is a JBoss-specific feature.

The four commit options have the following semantics:

- Commit Option A - the container caches entity bean state between transactions. This option assumes that the container has exclusive access to the persistent store and therefore it does not need to synchronize the in-memory bean state from the persistent store at the beginning of every transaction.

- Commit Option B - the container caches entity bean state between transactions, however unlike option A, the container is not assumed to have exclusive access to the persistent store. Therefore, the container has to synchronize the in-memory entity bean state at the beginning of every transaction. Thus, business methods executing in a transaction context do not see much benefit from the container caching the bean, whereas business methods executing outside a transaction context can take advantage of cached bean data.
- Commit Option C - the container does not cache bean instances.

- Commit Option D - bean state is cached between transactions as with option A, but the state is periodically synchronized with the persistent store.

Note that the standard configuration (i.e. Std) uses commit option B for all entity beans. We consider two modified configurations exploiting commit options A and C, respectively. In the first configuration (called CoOpA), commit option A is used. While in the single-node deployment commit option A can be configured for all SPECjAppServer2004 entity beans, doing so in the clustered deployment would introduce potential data inconsistency. The problem is that changes to entity data in different nodes of the cluster are normally not synchronized. Therefore, in the clustered deployment, commit option A is only used for the beans which are never modified by the benchmark (the read-only beans), i.e. AssemblyEnt, BomEnt, ComponentEnt, PartEnt, SupplierEnt, SupplierCompEnt and POEnt.

The second configuration that we consider (called CoOpC) uses commit option C for all SPECjAppServer2004 entity beans.

**Entity-Bean-With-Cache-Invalidation Option:** We mentioned that using commit option A in clustered environment may introduce potential data inconsistency. This is because each server in the cluster would assume that it has exclusive access to the persistent store and cache entity bean state between transactions. Thus, when two servers update an entity at the same time, the changes of one of them could be lost. To address this problem, JBoss provides the so-called cache invalidation framework [89]. The latter allows one to link the entity caches of servers in the cluster, so that when an entity is modified, all servers who have a cached copy of the entity are forced to invalidate it and reload it at the beginning of next transaction. JBoss provides the so-called "Standard CMP 2.x EntityBean with cache invalidation" option for entities that should use this cache invalidation mechanism. In our analysis, we consider a configuration (called EnBeCaIm) that exploits this option for SPECjAppServer2004’s entity beans. Unfortunately, in the clustered deployment, it was not possible to configure all entity beans with cache invalidation, since doing so led to numerous rollback exceptions being thrown when running the benchmark. The latter appears to be due to a bug in the cache invalidation mechanism. Therefore, we could only apply the cache invalidation mechanism to the read-only beans, i.e. AssemblyEnt, BomEnt, ComponentEnt, PartEnt, SupplierEnt, SupplierCompEnt and POEnt. Since read-only beans are never modified, this should be equivalent to simply using commit option A without cache invalidation. However, as we will see later, experiments show that there is a slight performance difference.

**Instance-Per-Transaction Policy:** JBoss’ default locking policy allows only one instance of an entity bean to be active at a time. Unfortunately, the latter often
leads to deadlock and throughput problems. To address this, JBoss provides the so-called *Instance Per Transaction Policy*, which eliminates the above requirement and allows multiple instances of an entity bean to be active at the same time [148]. To achieve this, a new instance is allocated for each transaction and it is dropped when the transaction finishes. Since each transaction has its own copy of the bean, there is no need for transaction based locking.

In our analysis, we consider a configuration (called *InPeTr*) that uses the instance per transaction policy for all SPECjAppServer2004 entity beans.

**No-Select-Before-Insert Optimization:** JBoss provides the so-called *No-Select-Before-Insert* entity command, which aims to optimize entity bean create operations [148]. Normally, when an entity bean is created, JBoss first checks to make sure that no entity bean with the same primary key exists. When using the No-Select-Before-Insert option, this check is skipped. Since, in SPECjAppServer2004 all primary keys issued are guaranteed to be unique, there is no need to perform the check for duplicate keys. To evaluate the performance gains from this optimization, we consider a configuration (called *NoSeBeIn*) that uses the No-Select-Before-Insert option for all SPECjAppServer2004 entity beans.

**Sync-On-Commit-Only Optimization:** Another optimization typically used is the so-called *Sync-On-Commit-Only* container configuration option. It causes JBoss to synchronize changes to entity beans with the persistent store only at commit time. Normally, dirty entities are synchronized whenever a finder method is called. When using Sync-On-Commit-Only, synchronization is not done when finder methods are called, however, it is still done after deletes/removes to ensure that cascade deletes work correctly. We consider a configuration called *SyCoOnly*, in which Sync-On-Commit-Only is used for all SPECjAppServer2004 entity beans.

**Prepared Statement Cache:** In JBoss, by default, prepared statements are not cached. To improve performance one can configure a prepared statement cache of an arbitrary size [148]. We consider a configuration called *PrStCa*, in which a prepared statement cache of size 100 is used.

In summary, we are going to compare the following configurations against the standard (Std) configuration:

1. Commit Option A (CoOpA)
2. Commit Option C (CoOpC)
3. Entity Beans With Cache Invalidation (EnBeCaIn)
4. Instance Per Transaction Policy (InPeTr)

5. No-Select-Before-Insert (NoSeBeIn)

6. Sync-On-Commit-Only (SyCoOnly)

7. Prepared Statement Cache (PrStCa)

**Analysis in Single-node Environment**  Figure 2.20 shows the average CPU utilization of the JBoss server and the database server under the different configurations in the single-node environment. Figure 2.21 shows the response times.

![Figure 2.20: CPU utilization under different configurations in the single-node environment.](image)

![Figure 2.21: Mean response times under different configurations in the single-node environment.](image)
All configurations achieved pretty much the same transaction throughput with negligible differences. As we can see, apart from the three configurations CoOpA, EnBeCaIn and PrStCa, all other configurations had similar performance. As expected, configurations CoOpA and EnBeCaIn had identical performance, since in a single-node environment there is practically no difference between them. Caching entity bean state with commit option A, resulted in 30 to 60 percent faster response times. Moreover, the CPU utilization dropped by 20% both on the JBoss server and the database server. The performance gains from using a prepared statement cache were even greater, i.e. the database utilization dropped from 47% to only 18%!

Figure 2.22: CPU utilization under different configurations in the clustered environment.

Figure 2.23: Mean response times under different configurations in the clustered environment.
Analysis in Clustered Environment  Figure 2.22 shows the average CPU utilization of the JBoss servers and the database server under the different configurations in clustered environment. Figure 2.23 shows the response times of business transactions. As usual, all configurations achieved pretty much the same transaction throughput with negligible differences.

As we can see, the performance gains from caching entity bean state with commit option A (configurations CoOpA and EnBeCaIn) were not as big as in the single-node deployment. This was expected since, as discussed earlier, in this case only the read-only beans could be cached. It came as a surprise, however, that there was a difference between simply using commit option A for read-only beans (CoOpA), as opposed to using it with the cache invalidation option (EnBeCaIn). We did not expect to see a difference here, since cached beans, being read-only, were never invalidated. There was a slight difference, however, not just in CPU utilization, but also in transaction response times, which in most cases were slightly better for EnBeCaIn. Again, the performance gains from having a prepared statement cache were considerable, i.e. the database utilization dropped from 78% to only 27%!

Use of Different JVMs

In this section, we demonstrate that the underlying JVM has a very significant impact on the performance of JBoss applications. We compare the overall performance of our SPECjAppServer2004 deployments under two different popular JVMs. Unfortunately, we cannot disclose the names of these JVMs, as this is prohibited by their respective license agreements. We will instead refer to them as ”JVM A” and ”JVM B”. The goal is to demonstrate that changing the JVM on which JBoss is running, may bring huge performance gains and therefore it is worth considering this in real-life deployments.

Figure 2.24: CPU utilization under the 2 JVMs in the single-node environment.
Figures 2.24 and 2.25 show the average CPU utilization of the JBoss server and the database server under the two JVMs in the single-node and clustered environment, respectively. Mean response times are shown in Figures 2.26 and 2.27. As evident, in both environments, JBoss runs much faster with the second JVM: response times are up to 55% faster and the CPU utilization of the JBoss server is much lower.

2.6.3 Conclusions from the Analysis

Comparing the three alternative Web containers Tomcat 4.1, Tomcat 5 and Jetty revealed no significant performance differences. Tomcat 5 (with debugging turned off) and Jetty turned out to be slightly faster than Tomcat 4.1. On the other hand, using local interfaces to access business logic components from the presentation layer brought significant performance gains. Indeed, response times dropped by

![Figure 2.25: CPU utilization under the 2 JVMs in the clustered environment.](image)

![Figure 2.26: Response times under the 2 JVMs in the single-node environment.](image)
up to 35% and the utilization of JBoss server dropped by 10%. Caching entity beans with commit option A (with and without cache invalidation) resulted in 30 to 60 percent faster response times and 20% lower CPU utilization both for the JBoss server and the database server. The performance gains from caching prepared statements were even greater. The other data access optimizations considered led to only minor performance improvements. However, we must note here that, being an application server benchmark, SPECjAppServer2004 places the emphasis on the application server (transaction processing) rather than the database. We expect the performance gains from data access optimizations to be more significant in applications where the database is the bottleneck. Furthermore, in our analysis we considered optimizations one at a time. If all of them were to be exploited at the same time, their cumulative effect would obviously lead to more significant performance improvements. Finally, we demonstrated that switching to a different JVM may improve JBoss performance by up to 60%.

Even though our study was specific to JBoss, most of the conclusions we drew above can be carried over to other J2EE application servers. Conducting tests with several commercial application servers showed similar behavior with respect to the performance gains from caching beans with commit option A, the effect of using local interfaces, the benefits of caching prepared statements and the significance of the choice of JVM.

### 2.7 Concluding Remarks

Benchmarking platforms prior to starting system development helps to ensure that the platforms selected meet the requirements for P&S. Alternative hardware and software platforms can be compared choosing the ones that provide the best cost/per-
formance ratio. Another benefit of benchmarking is that it helps to identify the platform deployment settings and configuration parameters that are most critical for the overall system P&S. However, in order for benchmark results to be useful, the benchmarks employed must fulfill the following five important requirements:

1. They must be representative of real-world systems.
2. They must exercise and measure all critical services provided by platforms.
3. They must not be tuned/optimized for specific products.
4. They must generate reproducible results.
5. They must not have any inherent scalability limitations.

In this chapter, we looked at several popular benchmarks for measuring the P&S of J2EE-based hardware and software platforms. The most important benchmark considered was SPECjAppServer2004 which is the state-of-the-art industry-standard benchmark for J2EE-based platforms. We looked at the way SPECjAppServer2004 evolved and discussed the problems that had to be addressed in order to make the benchmark meet the above requirements. SPECjAppServer2004 provides a reliable method for evaluating the P&S of J2EE-based platforms. It features the following additional benefits:

1. It has been tested on multiple hardware and software platforms and has proven to scale well from low-end desktop PCs to high-end servers and large clusters.
2. Once a platform has been tested and validated, the results can be used for multiple projects/applications. Official benchmark results are made publicly available and can be used free of charge.
3. Prior to publication, official benchmark results are reviewed by subject experts making sure that the benchmark was run correctly and results are valid.
4. Last but not least, the benchmark can be used as a sample (blueprint) application, demonstrating programming best practices and design patterns for building scalable applications.

In addition to considering concrete benchmarks, we presented several case studies that showed how benchmarks can be used to analyze the effect of application design alternatives, platform configuration options and tuning parameters on the overall system performance. In particular, we studied the performance difference between container-managed and bean-managed persistence and showed that in general container-managed persistence utilizes the container’s caching services much
better than bean-managed persistence. We showed how easily the data access layer of J2EE applications can become a system bottleneck and provided some guidelines on how such bottlenecks can be approached and eliminated. Several subtle issues in the design of ECperf were identified, degrading its scalability, reliability and performance. A redesign of the benchmark was proposed to address the discovered issues. The new design, demonstrated the performance gains and reliability benefits that asynchronous message-based processing provides over traditional request-reply processing. Finally, we studied how the performance of JBoss applications can be improved by exploiting different deployment and configuration options offered by the JBoss platform. Most of the options that we considered are available on other platforms and their effect on system performance does not depend significantly on the platform used. This was confirmed by experimentation and most of the conclusions from the study were generalized to other J2EE application servers.

The case study with ECperf, among other things, demonstrated that building on a scalable platform is not sufficient to ensure that a DCS is scalable, i.e. the system design must also be scalable. In the rest of this thesis, we develop a performance engineering framework for DCS that helps to identify P&S problems early in the development cycle and ensure that systems are designed and sized to meet their performance requirements. The framework exploits performance models for analyzing the system P&S. The next chapter introduces the different types of models that we are going to use.
Chapter 3

Performance Models

Every computer professional, from software developers to database administrators to network engineers to systems administrators, should master the basics of quantitative performance analysis.

*Dr. Daniel A. Menascé*

*2001 A. A. Michaelson Award Recipient*

3.1 Introduction

A number of different modeling formalisms have been developed in the past decades that can be used for modeling DCS. Queueing Networks (QNs) and Stochastic Petri Nets (SPNs) are perhaps the two most popular types of models that have been exploited in practical studies. However, as argued in [11], they both have some serious shortcomings. While QNs provide a very powerful mechanism for modeling hardware contention and scheduling strategies, they are not as suitable for representing blocking and synchronization of processes. SPNs, on the other hand, lend themselves well to modeling blocking and synchronization aspects, but have difficulty in representing scheduling strategies. Bause [11] has proposed a new modeling formalism called *Queueing Petri Nets (QPNs)* that combines QNs and SPNs into a single formalism and eliminates the above disadvantages. QPNs allow queues to be integrated into places of Petri nets. This enables the modeler to easily represent scheduling strategies and brings the benefits of QNs into the world of Petri nets.

This chapter provides a brief overview of the conventional queueing network and Petri net modeling formalisms and then introduces the QPN formalism discussing its advantages.
3.2 Queueing Networks

A **Queueing Network (QN)** consists of a set of interconnected queues. Each **queue** represents a service station that serves **requests** (also called **jobs**) sent by customers. A **service station** consists of one or more servers and a waiting area which holds requests waiting to be served. When a request arrives at a service station, its service begins immediately if a free server is available. Otherwise, the request is forced to wait in the waiting area or the service of another request is preempted in case the arriving request has a higher priority. The time between successive request arrivals is called **interarrival time**. Each request demands a certain amount of service, which is specified by the length of time a server is occupied serving it, i.e. the **service time**. The **queueing delay** is the amount of time the request waits in the waiting area before its service begins. The **response time** is the total amount of time the request spends at the service station, i.e. the sum of the queueing delay and the service time.

![Figure 3.1: A basic QN.](image)

Figure 3.1 shows a basic QN with two queues, i.e. service stations. Arriving requests first visit service station 1, which has two servers (representing CPUs). After requests are served by one of the servers, they move to service station 2 (representing a disk device) with probability $p_1$ or leave the network with probability $p_2$. Requests completing service at station 2 return back to station 1. The interconnection of queues in a QN is described by the paths requests may take which are specified by routing probabilities. A request might visit a service station multiple times while it circulates through the network. The total amount of service time required over all visits to the station is called **service demand** of the request at the station. Requests are usually grouped into **classes** with all requests in the same class having the same service demands. The algorithm which determines the order in which requests are served at a service station is called **scheduling strategy** (or...
scheduling/queueing/service discipline) [24]. Some typical scheduling strategies are:

- **FCFS (First-Come-First-Served):** Requests are served in the order in which they arrive. This strategy is typically used for queues representing I/O devices.
- **LCFS (Last-Come-First-Served):** The request that arrived last is served next.
- **RR (Round-Robin):** If the service of a request is not completed at the end of a time slice of specified length, the request is preempted and returns to the queue, which is served according to FCFS. This action is repeated until the request is completely served.
- **PS (Processor-Sharing):** All requests are assumed to be served simultaneously with the server speed being equally divided among them. This strategy corresponds to Round-Robin with infinitesimally small time slices and is typically used for modeling CPUs.
- **IS (Infinite-Server):** There is an ample number of servers so that no queue ever forms. Service stations with IS scheduling strategy are often called delay resources or delay servers.

There is a standard notation for describing queues, called *Kendall’s notation*. Queues are described by six parameters as follows: $A/S/m/B/K/SD$ where

- $A$ stands for the request interarrival time distribution.
- $S$ stands for the request service time distribution.
- $m$ stands for the number of servers.
- $B$ stands for the capacity of the queue, i.e. the maximum number of requests that can be accommodated in the queue. If this argument is missing, then, by default, the queue capacity is assumed to be infinite.
- $K$ stands for the system population, i.e. the maximum number of requests that can arrive in the queue. If this argument is missing, then, by default, the system population is assumed to be infinite.
- $SD$ stands for the scheduling discipline.

The distributions of the request interarrival times and service times are generally denoted by a one-letter symbol as follows:

- $M = $ Exponential (Markovian) distribution.
- $D = $ Degenerate (or deterministic) distribution.
• \( E_k \) = Erlang distribution with parameter \( k \).

• \( G \) = General distribution.

A deterministic distribution means that the times are constant and there is no variance. A general distribution means that the distribution is not known. If \( G \) is used for \( A \), it is sometimes written \( GI \). \( B \) is usually infinite or a variable, as is \( K \). If \( B \) or \( K \) are assumed to be infinite for modeling purposes, they can be omitted from the notation (which they frequently are). However, if \( K \) is included, \( B \) must also be included to ensure that one is not confused between the two.

A QN in which requests arrive from an external source, get served in the network and then depart is said to be open, for e.g. the QN in Figure 3.1. A QN in which there is no external source of requests and no departures is said to be closed. In a closed QN it is assumed that for each request class the number of requests circulating in the network is constant. It is also possible that a QN is open for some request classes and closed for others in which case the QN is called mixed.

Typical measures of interest for a QN include queue lengths, response times, throughput (the number of requests served per unit of time) and utilization (the fraction of time that a service station is busy). A relationship, known as Little’s Law [98], relates the throughput \( \lambda \) of a service station with the average number of requests \( N \) in it and their average response time \( R \). The relation is shown in Equation (3.1) and holds under the condition that the service station is in steady state, i.e. the number of requests arriving per unit of time is equal to the number of those completing service.

\[
N = \lambda \cdot R
\]  

(3.1)

Another relationship that will be used often relates the service time \( S \) of requests at a station with its utilization \( U \) and throughput \( \lambda \). This relationship is known as Utilization Law [51, 109] and is shown in Equation (3.2).

\[
U = \lambda \cdot S
\]  

(3.2)

QNs provide a very powerful mechanism for modeling hardware contention (contention for CPU time, disk access and other hardware resources). A number of efficient analysis methods have been developed for certain classes of QNs, which enable models of realistic size and complexity to be analyzed. However, QNs are not as suitable for modeling software contention (contention for processes, threads, database connections and other software resources), as well as blocking, synchronization, simultaneous resource possession and asynchronous processing. Even though extensions of QNs, such as Extended QNs [24], provide some limited support for modeling software contention and synchronization aspects, they are rather restrictive and inaccurate. For further details on QNs, the reader is referred to [24, 166].
3.3 Petri Nets

Petri nets were introduced in 1962 by Carl Adam Petri. An ordinary Petri Net (PN) (also called Place-Transition Net) is a bipartite directed graph composed of places, drawn as circles, and transitions, drawn as bars. A formal definition is given below [16]:

**Definition 3.1 (PN)** An ordinary Petri Net (PN) is a 5-tuple $PN = (P, T, I^-, I^+, M_0)$ where:

1. $P = \{p_1, p_2, \ldots, p_n\}$ is a finite and non-empty set of places,
2. $T = \{t_1, t_2, \ldots, t_m\}$ is a finite and non-empty set of transitions,
3. $P \cap T = \emptyset$,
4. $I^-, I^+: P \times T \rightarrow \mathbb{N}_0$ are called backward and forward incidence functions, respectively,
5. $M_0 : P \rightarrow \mathbb{N}_0$ is called initial marking.

The incidence functions $I^-$ and $I^+$ specify the interconnections between places and transitions. If $I^-(p, t) > 0$, an arc leads from place $p$ to transition $t$ and place $p$ is called an input place of the transition. If $I^+(p, t) > 0$, an arc leads from transition $t$ to place $p$ and place $p$ is called an output place of the transition. The incidence functions assign natural numbers to arcs, which we call weights of the arcs. When each input place of transition $t$ contains at least as many tokens as the weight of the arc connecting it to $t$, the transition is said to be enabled. An enabled transition may fire, in which case it destroys tokens from its input places and creates tokens in its output places. The amounts of tokens destroyed and created are specified by the arc weights. The initial arrangement of tokens in the net (called marking) is given by the function $M_0$, which specifies how many tokens are contained in each place. When a transition fires, the marking may change. Figure 3.2 illustrates this using a basic PN with 4 places and 2 transitions. The PN is shown before and after firing of transition $t_1$, which destroys one token from place $p_1$ and creates one token in place $p_2$.

Different extensions to ordinary PNs have been developed in order to increase the modeling convenience and the modeling power. Colored PNs (CPNs) introduced by K. Jensen [69] are one such extension. The latter allow a type (color) to be attached to a token. A color function $C$ assigns a set of colors to each place, specifying the types of tokens that can reside in the place. In addition to introducing token colors, CPNs also allow transitions to fire in different modes (transition colors). The color function $C$ assigns a set of modes to each transition and incidence functions are defined on a per mode basis. A formal definition of a CPN follows [16]:
Definition 3.2 (CPN) A Colored PN (CPN) is a 6-tuple $\text{CPN} = (P, T, C, I^-, I^+, M_0)$ where:

1. $P = \{p_1, p_2, ..., p_n\}$ is a finite and non-empty set of places,
2. $T = \{t_1, t_2, ..., t_m\}$ is a finite and non-empty set of transitions,
3. $P \cap T = \emptyset$,
4. $C$ is a color function defined from $P \cup T$ into finite and non-empty sets,
5. $I^-$ and $I^+$ are the backward and forward incidence functions defined on $P \times T$, such that $I^-(p, t), I^+(p, t) \in [C(t) \rightarrow C(p)_{MS}], \forall (p, t) \in P \times T$\(^1\)
6. $M_0$ is a function defined on $P$ describing the initial marking such that $M_0(p) \in C(p)_{MS}, \forall p \in P$.

Other extensions to ordinary PNs allow temporal (timing) aspects to be integrated into the net description [16]. In particular, Stochastic PNs (SPNs) attach an exponentially distributed firing delay to each transition, which specifies the time the transition waits after being enabled before it fires. Generalized Stochastic PNs (GSPNs) allow two types of transitions to be used: immediate and timed. Once enabled, immediate transitions fire in zero time. If several immediate transitions are enabled at the same time, the next transition to fire is chosen based on firing weights (probabilities) assigned to the transitions. Timed transitions fire after a random exponentially distributed firing delay as in the case of SPNs. The firing of immediate transitions always has priority over that of timed transitions. A formal definition of GSPNs follows [16]:

Definition 3.3 (GSPN) A Generalized Stochastic PN (GSPN) is a 4-tuple $\text{GSPN} = (PN, T_1, T_2, W)$ where:

\(^1\)The subscript MS denotes multisets. $C(p)_{MS}$ denotes the set of all finite multisets of $C(p)$.
3.4 QUEUEING PETRI NETS

1. $PN = (P, T, I^-, I^+, M_0)$ is the underlying ordinary PN,

2. $T_1 \subseteq T$ is the set of timed transitions, $T_1 \neq \emptyset$,

3. $T_2 \subset T$ is the set of immediate transitions, $T_1 \cap T_2 = \emptyset$, $T_1 \cup T_2 = T$,

4. $W = (w_1, ..., w_{|T|})$ is an array whose entry $w_i \in \mathbb{R}^+$

   - is a (possibly marking dependent) rate of a negative exponential distribution specifying the firing delay, if transition $t_i$ is a timed transition
   - or

   - is a (possibly marking dependent) firing weight, if transition $t_i$ is an immediate transition.

Combining definitions 3.2 and 3.3, leads to Colored GSPNs (CGSPNs) [16]:

**Definition 3.4 (CGSPN)** A Colored GSPN (CGSPN) is a 4-tuple $CGSPN = (CPN, T_1, T_2, W)$ where:

1. $CPN = (P, T, C, I^-, I^+, M_0)$ is the underlying CPN,

2. $T_1 \subseteq T$ is the set of timed transitions, $T_1 \neq \emptyset$,

3. $T_2 \subset T$ is the set of immediate transitions, $T_1 \cap T_2 = \emptyset$, $T_1 \cup T_2 = T$,

4. $W = (w_1, ..., w_{|T|})$ is an array whose entry $w_i \in [C(t_i) \mapsto \mathbb{R}^+]$ such that

   - is a (possibly marking dependent) rate of a negative exponential distribution specifying the firing delay due to color $c$, if $t_i \in T_1$
   - or

   - is a (possibly marking dependent) firing weight specifying the relative firing frequency due to color $c$, if $t_i \in T_2$.

PNs are a very powerful tool for both qualitative and quantitative system analysis. Unlike QNs, they easily lend themselves to modeling blocking and synchronization aspects. However, PNs have the disadvantage that they do not provide any means for direct representation of scheduling strategies [10]. The attempts to eliminate this disadvantage have led to the emergence of queueing PNs.

3.4 Queueing Petri Nets

We now give a brief introduction to QPNs, which are a combination of QNs and PNs. A deeper and more detailed treatment of the subject can be found in [10, 11, 12, 13, 16].
3.4.1 Basic Queueing Petri Nets

The QPN modeling formalism was introduced in 1993 by Falko Bause [11]. The main idea behind it was to add queueing and timing aspects to the places of CGSPNs. This is done by allowing queues (service stations) to be integrated into places of CGSPNs. A place of a CGSPN that has an integrated queue is called a *queueing place* and consists of two components, the *queue* and a *depository* for tokens which have completed their service at the queue. This is depicted in Figure 3.3.

![Figure 3.3: A queueing place and its shorthand notation.](image)

The behavior of the net is as follows: tokens, when fired into a queueing place by any of its input transitions, are inserted into the queue according to the queue’s scheduling strategy. Tokens in the queue are not available for output transitions of the place. After completion of its service, a token is immediately moved to the depository, where it becomes available for output transitions of the place. This type of queueing place is called *timed queueing place*. In addition to timed queueing places, QPNs also introduce *immediate queueing places*, which allow pure scheduling aspects to be described. Tokens in immediate queueing places can be viewed as being served immediately. Scheduling in such places has priority over scheduling/service in timed queueing places and firing of timed transitions. The rest of the net behaves like a normal CGSPN. An enabled timed transition fires after an exponentially distributed delay according to a race policy. Enabled immediate transitions fire according to relative firing frequencies and their firing has priority over that of timed transitions. We now give a formal definition of a QPN and then present an example of a QPN model.

**Definition 3.5 (QPN)** A *Queueing PN (QPN)* is an 8-tuple

\[ QPN = (P, T, C, I^-, I^+, M_0, Q, W) \]

where:
1. $CPN = (P, T, C, I^-, I^+, M_0)$ is the underlying Colored PN

2. $Q = (\tilde{Q}_1, \tilde{Q}_2, (q_1, ..., q_{|P|}))$ where
   - $\tilde{Q}_1 \subseteq P$ is the set of timed queueing places,
   - $\tilde{Q}_2 \subseteq P$ is the set of immediate queueing places, $\tilde{Q}_1 \cap \tilde{Q}_2 = \emptyset$ and
   - $(q_1, ..., q_{|P|})$ is an array whose entry $q_i$ denotes the description of a queue taking all colors of $C(p_i)$ into consideration, if $p_i$ is a queueing place or equals the keyword ‘null’, if $p_i$ is an ordinary place.

3. $W = (\tilde{W}_1, \tilde{W}_2, (w_1, ..., w_{|T|}))$ where
   - $\tilde{W}_1 \subseteq T$ is the set of timed transitions,
   - $\tilde{W}_2 \subseteq T$ is the set of immediate transitions, $\tilde{W}_1 \cap \tilde{W}_2 = \emptyset$, $\tilde{W}_1 \cup \tilde{W}_2 = T$ and
   - $(w_1, ..., w_{|T|})$ is an array whose entry $w_i \in [C(t_i) \mapsto \mathbb{R}^+]$ such that $\forall c \in C(t_i) : w_i(c) \in \mathbb{R}^+$
     - is a (possibly marking dependent) rate of a negative exponential distribution specifying the firing delay due to color $c$, if $t_i \in \tilde{W}_1$ or
     - is a (possibly marking dependent) firing weight specifying the relative firing frequency due to color $c$, if $t_i \in \tilde{W}_2$.

Figure 3.4: A QPN model of a central server with memory constraints (based on [16]).
Example 3.1 (QPN) Figure 3.4 shows an example of a QPN model of a central server system with memory constraints based on [16]. Place $p_2$ represents several terminals, where users start jobs (modeled with tokens of color 'o') after a certain thinking time. These jobs request service at the CPU (represented by a G/C/1/PS queue, where C stands for Coxian distribution) and two disk subsystems (represented by G/C/1/FCFS queues). To enter the system each job has to allocate a certain amount of memory. The amount of memory needed by each job is assumed to be the same, which is represented by a token of color 'm' on place $p_1$. Note that, for readability, token cardinalities have been omitted from the arc weights in Figure 3.4, i.e. symbol $o$ stands for $1'o$ and symbol $m$ for $1'm$. According to definition 3.5 we have the following:

$$QPN = (P, T, C, I^{-}, I^{+}, M_0, Q, W)$$

- $CPN = (P, T, C, I^{-}, I^{+}, M_0)$ is the underlying Colored PN as depicted in Figure 3.4,
- $Q = (\bar{Q}_1, \bar{Q}_2,
    \text{null, G/C/}\infty/IS, G/C/1/PS, \text{null, G/C/1/FCFS, G/C/1/FCFS}),$
  $\bar{Q}_1 = \{p_2, p_3, p_5, p_6\}, \bar{Q}_2 = \emptyset,$
- $W = (\bar{W}_1, \bar{W}_2, (w_1, ..., w_{|T|})), \text{ where } \bar{W}_1 = \emptyset, \bar{W}_2 = T$ and
  $\forall c \in C(t_i) : w_i(c) := 1$, so that all transition firings are equally likely.

In [10] it is shown that QPNs have greater expressive power than QNs, extended QNs and SPNs. In addition to hardware contention and scheduling strategies, using QPNs one can easily model simultaneous resource possession, synchronization, blocking and software contention. This enables the integration of hardware and software aspects of system behavior into the same model [15]. While the above could also be achieved by using Layered QNs (LQNs) (or stochastic rendezvous networks) [99, 107, 137, 139, 174], the latter are defined at a higher-level of abstraction and are usually less detailed and accurate. Another benefit of QPNs is that, since they are based on Petri nets, one can exploit a number of efficient techniques from Petri net theory to verify some important qualitative properties of QPNs, such as ergodicity, boundedness, liveness or existence of home states. The latter not only help to gain insight into the behavior of QPNs, but are also essential preconditions for a successful quantitative analysis [11].

3.4.2 Hierarchical Queueing Petri Nets

A major hurdle to the practical application of QPNs is the so-called largeness problem or state-space explosion problem: as one increases the number of queues and tokens in a QPN, the size of the model's state space grows exponentially and quickly.
exceeds the capacity of today’s computers. This imposes a limit on the size and complexity of the models that are analytically tractable. An attempt to alleviate this problem was the introduction of Hierarchically-Combined QPNs (HQPNs) [13]. The main idea is to allow hierarchical model specification and then exploit the hierarchical structure for efficient numerical analysis. This type of analysis is termed structured analysis and it allows models to be solved that are about an order of magnitude larger than those analyzable with conventional techniques.

HQPNs are a natural generalization of the original QPN formalism. In HQPNs a queueing place may contain a whole QPN instead of a single queue. Such a place is called a subnet place and is depicted in Figure 3.5. A subnet place might contain an ordinary QPN or again a HQPN allowing multiple levels of nesting. For simplicity, we restrict ourselves to two-level hierarchies. We use the term High-Level QPN (HLQPN) to refer to the upper level of the HQPN and the term Low-Level QPN (LLQPN) to refer to a subnet of the HLQPN. Every subnet of a HQPN has a dedicated input and output place, which are ordinary places of a CPN. Tokens being inserted into a subnet place after a transition firing are added to the input place of the corresponding HQPN subnet. The semantics of the output place of a subnet place is similar to the semantics of the depository of a queueing place: tokens in the output place are available for output transitions of the subnet place. Tokens contained in all other places of the HQPN subnet are not available for

Figure 3.5: A subnet place and its shorthand notation.
output transitions of the subnet place. Every HQPN subnet also contains actual — population place used to keep track of the total number of tokens fired into the subnet place.

### 3.5 Concluding Remarks

The QPN paradigm provides a number of benefits over conventional modeling paradigms such as QNs and SPNs. In addition to hardware contention and scheduling strategies, using QPNs one can easily model blocking, synchronization, simultaneous resource possession and software contention. As will be seen in the next chapter, this lends itself very well to modeling DCS. QPN models bring the following advantages:

1. They combine the modeling power and expressiveness of QNs and SPNs.
2. They allow the integration of hardware and software aspects of system behavior into the same model.
3. They have an intuitive graphical representation that facilitates model development.
4. They can be used to combine qualitative and quantitative system analysis. A number of efficient qualitative analysis techniques from Petri net theory can be exploited.

In the next chapter, we present some practical performance modeling case studies which show how performance models can be exploited for performance analysis of DCS.
Chapter 4

Performance Modeling Case Studies

The best way to learn a subject is to apply the concepts to a real system.
– Dr. Raj Jain

I hear, I forget; I see, I remember; I do, I understand.
– An Ancient Chinese Proverb

4.1 Introduction

Performance models are a very powerful tool for performance analysis of DCS. They can be exploited during system development to predict the expected performance of the system under load. This helps to identify performance problems early in the system life cycle and have them resolved in time. However, in order for models to provide useful results, they must be representative. Building models that accurately capture the different aspects of system behavior becomes a more and more challenging task as systems grow in size and complexity. In this chapter, we present two practical performance modeling case studies which illustrate the difficulties that arise when trying to model a realistic DCS and predict its performance. The systems modeled are deployments of the SPECjAppServer2002 and SPECjAppServer2001 benchmarks introduced in Chapter 2.

In the first case study, a Queueing Network (QN) model of a SPECjAppServer2002 deployment is built. The model is analyzed using analytical techniques and used to predict the system performance under several different configurations. Results obtained are validated through measurements on the real system. The study illus-
trates the difficulties stemming from the limited expressiveness of QN models and the limitations in the available analysis techniques.

In the second case study, a Queueing Petri Net (QPN) model of a deployment of SPECjAppServer2001’s order entry application is built. Again, the system performance is predicted for several different configurations and results are validated through measurements on the real system. The study demonstrates the modeling power and expressiveness of QPN models and shows how they can be used to integrate hardware and software aspects of system behavior. However, the study also shows that QPN models of realistic systems are too large to be analyzable using currently available tools and techniques for QPN analysis. New solution techniques and tools are needed which would enable models of realistic size and complexity to be analyzed. Only this would make it possible to exploit QPN models to their full potential.

4.2 Case Study 1: Modeling using QNs

In this section, we build and validate a QN model of a SPECjAppServer2002 deployment and then show how the model can be used to predict the system performance for the purpose of capacity planning. In the course of the study, we discuss the problems that arise from the limited model expressiveness, on the one hand, and from the system size and complexity, on the other hand. We propose different workaround solutions to these problems and illustrate them through practical examples.

4.2.1 Motivation

Imagine the following hypothetical scenario: A company is about to automate its internal and external business operations with the help of e-business technology. The company chooses to employ a J2EE-based platform and develops a J2EE application for supporting its order-inventory, supply chain and manufacturing operations. Let us assume that this application is SPECjAppServer2002 and that the company is testing the application in the deployment environment depicted in Figure 4.1. This environment uses a cluster of WebLogic Servers (WLS) as a J2EE container and an Oracle database server (DBS) for persistence. We assume that all machines in the WLS cluster are identical.

Before putting the application into production the company conducts a capacity planning study in order to come up with an adequate sizing and configuration of the deployment environment. More specifically, the company needs answers to the following questions:

- How many WebLogic servers would be needed to guarantee adequate performance under the expected workload?
For a given number of WebLogic servers, what level of performance would the system provide? What would be the average transaction throughput and response time? How utilized (CPU/Disk utilization) would be the WebLogic servers and the database server?

Will the capacity of the database server suffice to handle the incoming load?

Does the system scale or are there any other potential system bottlenecks?

We now build a QN model of the system and show how it can be used to address these questions.

### 4.2.2 Workload Characterization

The first step in the modeling process is to describe the workload of the system under study in a qualitative and quantitative manner. This is called *workload characterization* [108] and in its simplest form includes four major steps:

1. Describe the types of requests that are processed by the system (the *request classes*).

2. Identify the system resources used by each request class.
3. Measure the total amount of service time (the \textit{service demand}) for each request class at each resource.

4. Specify the number of requests of each class that the system will be exposed to (the \textit{workload intensity}).

As discussed in Chapter 2, the SPECjAppServer2002 workload, which is identical to ECperf, is made up of two major components - the \textit{order entry application} in the customer domain and the \textit{manufacturing application} in the manufacturing domain. The order entry application is processing the following four transaction types:

1. \textit{NewOrder}: places a new order in the system.

2. \textit{ChangeOrder}: modifies an existing order.

3. \textit{OrderStatus}: retrieves the status of a given order.

4. \textit{CustStatus}: lists all orders of a given customer.

We map each of them to a separate request class in our workload model. The manufacturing application, on the other hand, is running production lines. The main unit of work there is a \textit{work order}. Each work order produces a specific quantity of a particular type of widget. There are two types of production lines: planned lines and large order lines. While planned lines run on a predefined schedule, large order lines run only when a large order arrives in the customer domain. Each large order results in a separate work order. During the processing of work orders multiple transactions are executed in the manufacturing domain, i.e. \texttt{scheduleWorkOrder}, \texttt{updateWorkOrder} and \texttt{completeWorkOrder}. Each work order moves along three virtual production line stations, which represent distinct operations in the manufacturing flow. In order to simulate activity at the stations, the manufacturing application waits for a designated time at each station.

One way to model the manufacturing workload would be to define a separate request class for each transaction run during the processing of work orders. However, this would lead to an overly complex model and would limit the range of analysis techniques that would be applicable for its solution. Second, it would not be of much benefit, since after all, what most interests us is the rate at which work orders are processed and not the performance metrics of the individual work-order-related transactions. Therefore, we model the manufacturing workload at the level of work orders. We define a single request class \textit{WorkOrder}, which represents a request for processing a work order. This keeps our model simple and as will be seen later is enough to provide sufficient information about the behavior of the manufacturing application.
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Altogether, we end up with five request classes: NewOrder (NO), ChangeOrder (CO), OrderStatus (OS), CustStatus (CS) and WorkOrder (WO). The following resources are used during their processing:

- The CPU of a WebLogic server (WLS-CPU).
- The Local Area Network (LAN).
- The CPUs of the database server (DBS-CPU).
- The disk subsystem of the database server (DBS-I/O).

In order to determine the service demands at these resources, we conducted a separate experiment for each of the five request classes. In each case, we deployed the benchmark in a configuration with a single WebLogic server and then injected requests of the respective class into the system. During the experiment, we monitored the system resources and measured the time requests spent at each resource during their processing. For the database server, we used the Oracle 9i Intelligent Agent, which provides exhaustive information about CPU consumption as well as I/O wait times. For the WebLogic server, we monitored the CPU utilization using operating system tools and then used the Service Demand Law \[ 51, 108 \] to derive the CPU service demand: the service demand \( D \) of requests at a given resource is equal to the average resource utilization \( U \) divided by the average request throughput \( X \), during the measurement interval (assuming that requests of just one type are processed during the experiment), i.e.

\[
D = \frac{U}{X} \tag{4.1}
\]

We decided we could safely ignore network service demands, since all communications were taking place over a 100 MBit LAN and communication times were negligible. Table 4.1 reports the service demand measurements for the five request classes in the workload model. Figure 4.2 summarizes these measurements in graphical form.

As we can see from Table 4.1, database I/O service demands are much lower than CPU service demands. This stems from the fact that data is cached in the database buffer and disks are usually accessed only when updating or inserting new data. However, even in this case the I/O overhead is minimal since the only thing that is done is to flush the database log buffer, which is performed with sequential I/O accesses. Here we would like to point out that SPECjAppServer2002 and its predecessor benchmarks ECperf and SPECjAppServer2001 use relatively small data volumes for the workload intensities generated. While this keeps the I/O overhead low, as discussed in Chapter 2, it causes increased data contention in the database. As will be seen later, the latter poses some difficulties in predicting transaction
response times since data contention does not easily lend itself to analytical modeling using conventional techniques.

Now that we know the service demands of the different request classes, we proceed with the last step in the workload characterization, which aims to quantify the workload intensity. For each request class, we must specify the rates at which requests arrive. We should also be able to vary these rates so that we can consider different scenarios. To this end, we modified the SPECjAppServer2002 driver to allow more flexibility in configuring the intensity of the workload generated. Specifically, the new driver allows us to set the number of concurrent order entry clients emulated, as well as their average think time, i.e. the time they "think" after receiving a response from the system before they send the next request. In addition to this, we can specify the number of planned production lines run in the manufacturing domain and the time they wait after processing a work order before starting a new one. In this way, we can precisely define the workload intensity and transaction
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mix. We will study in detail several different scenarios under different transaction mixes and workload intensities.

4.2.3 Building a Performance Model

We are now ready to build a QN model of the SPECjAppServer2002 deployment. We first define the model in a general fashion and then customize it to some concrete workload scenarios. We use a closed model, which means that for each instance of the model the number of concurrent clients sending requests to the system is fixed. Figure 4.3 shows a high-level view of our QN model. Table 4.2 presents a formal specification of the model queues (i.e. queueing stations) in Kendall’s notation. With queues defined in this way, we end up with a non-product-form QN. Note that we could have chosen to model the CPUs of the database server using a single $G/M/2/PS$ queue instead of two separate $G/M/1/PS$ queues. However, many efficient analysis techniques for non-product-form QNs do not support $G/M/m/PS$ queues and therefore we chose the first option so that we have more flexibility when analyzing the model.

Following is a brief description of the queues used:

$C$: IS queue (delay resource) used to model the client machine which runs the SPECjAppServer driver and emulates virtual clients sending requests to the system. The service time of order entry requests at this queue is equal to the average client think time, while the service time of WorkOrder requests is equal to the average time a production line waits after processing a work order before starting a new one. Note that times spent in this queue are not part of system response times.

$A_1..A_N$: PS queues used to model the CPUs of the $N$ WebLogic servers.

$B_1, B_2$: PS queues used to model the two CPUs of the database server.

$D$: FCFS queue used to model the disk subsystem (made up of a single 100GB disk drive) of the database server.

$L$: IS queue (delay resource) used to model the virtual production line stations in the manufacturing domain. Only WorkOrder requests ever visit this queue. Their service time at the queue corresponds to the average delay at the production line stations simulated by the manufacturing application during work order processing.

The model is a multi-class QN with five request classes as defined in the previous section. The behavior of requests in the QN is defined by specifying their respective routing probabilities $p_i$ and service demands at each queue which they
visit. We discussed the service demands in the previous section. To set the routing probabilities we examine the life-cycle of client requests in the QN. Every request is initially at the client queue C, where it waits for a user-specified think time. After the think time elapses, the request is routed to a randomly chosen queue $A_i$, where it queues to receive service at a WebLogic server CPU. We assume that requests are evenly distributed over the $N$ WebLogic servers, i.e. each server is chosen with probability $1/N$. Processing at the CPU may be interrupted multiple times if the request requires some database accesses. Each time this happens, the request is routed to the database server where it queues for service at one of the two CPU queues $B_1$ or $B_2$ (each chosen equally likely so that $p_3 = p_4 = 0.5$). Processing at the database CPUs may be interrupted in case I/O accesses are needed. For each I/O access the request is sent to the disk subsystem queue D and after receiving ser-

---

Table 4.2: Formal queue definitions.

<table>
<thead>
<tr>
<th>Queue</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1..A_N$</td>
<td>$G/M/1/PS$</td>
<td>WLS CPUs</td>
</tr>
<tr>
<td>$B_1, B_2$</td>
<td>$G/M/1/PS$</td>
<td>DBS CPUs</td>
</tr>
<tr>
<td>$D$</td>
<td>$G/M/1/FCFS$</td>
<td>DBS Disk Subsystem</td>
</tr>
<tr>
<td>$C$</td>
<td>$G/M/\infty/IS$</td>
<td>Client Machine</td>
</tr>
<tr>
<td>$L$</td>
<td>$G/M/\infty/IS$</td>
<td>Prod. Line Stations</td>
</tr>
</tbody>
</table>

---

Figure 4.3: QN model of the system.
vice there, it is routed back to the database CPUs. This may be repeated multiple times depending on routing probabilities $p_5$ and $p_6$. Having completed their service at the database server, requests are sent back to the WebLogic server. Requests may visit the database server multiple times during their processing, depending on routing probabilities $p_1$ and $p_2$. After completing service at the WebLogic server, requests are sent back to the client queue C. Order entry requests are sent directly to the client queue (for them $p_8 = 1$, $p_7 = 0$), while WorkOrder requests are routed through queue L (for them $p_8 = 0$, $p_7 = 1$), where they are additionally delayed for 1 second. This delay corresponds to the 1 second delay at the three production line stations imposed by the manufacturing application during work order processing.

In order to set routing probabilities $p_1$, $p_2$, $p_5$ and $p_6$ we need to know how many times a request visits the database server during its processing and for each visit how many times I/O access is needed. Since we only know the total service demands over all visits to the database, we assume that requests visit the database just once and need a single I/O access during this visit. This allows us to drop routing probabilities $p_1$, $p_2$, $p_5$ and $p_6$ and results in a simplified model depicted in Figure 4.4.

![Figure 4.4: Simplified QN model of the system.](image-url)

The following input parameters need to be supplied before the model can be analyzed:

- Number of order entry clients (NewOrder, ChangeOrder, OrderStatus and CustStatus).
- Average think time of order entry clients - *customer think time*.
• Number of planned production lines processing WorkOrder requests.

• Average time production lines wait after processing a work order, before starting a new one - manufacturing (mfg) think time.

• Service demands of the five request classes at queues $A_i$, $B_j$, and $D$ (as per Table 4.1).

We consider two types of deployment scenarios. In the first one, large order lines in the manufacturing domain are turned off. In the second one, they are running as defined in the benchmark workload. The reason for this separation is that large order lines introduce some asynchronous processing, which in general is hard to model using QNs. We start with the simpler case where we do not have such processing and then we show how the large order processing can be integrated into the model.

4.2.4 Model Analysis and Validation

We now proceed to analyze several different instances of the QN model and then validate them by comparing results from the analysis with measured data. We first consider the case without large order lines and study the system in three scenarios representing low, moderate and heavy load, respectively. In each case, we examine deployments with different number of WebLogic servers - from 1 to 9. Table 4.3 summarizes the input parameters for the three scenarios that we consider.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Low</th>
<th>Moderate</th>
<th>Heavy</th>
</tr>
</thead>
<tbody>
<tr>
<td>NewOrder Clients</td>
<td>30</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>ChangeOrder Clients</td>
<td>10</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>OrderStatus Clients</td>
<td>50</td>
<td>100</td>
<td>150</td>
</tr>
<tr>
<td>CustStatus Clients</td>
<td>40</td>
<td>70</td>
<td>50</td>
</tr>
<tr>
<td>Planned Lines</td>
<td>50</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>Customer Think Time</td>
<td>2 sec</td>
<td>2 sec</td>
<td>3 sec</td>
</tr>
<tr>
<td>Mfg Think Time</td>
<td>3 sec</td>
<td>3 sec</td>
<td>5 sec</td>
</tr>
</tbody>
</table>

**Scenario 1: Low Load**

A number of analysis tools for QNs have been developed and are available free of charge for noncommercial use (see for e.g. [25, 63, 71, 74]). We employed the
PEPSY-QNS tool [25] (Performance Evaluation and Prediction SYstem for Queueing Networks) from the University of Erlangen-Nuernberg. We chose PEPSY because it supports a wide range of solution methods (over 30) for product- and non-product-form QNs. Both exact and approximate methods are provided, which are applicable to models of considerable size and complexity. We used the multisum method [23] to solve our QN model. However, to ensure plausibility of the results, we cross-verified them with results obtained from other methods such as bolaky and num_app [25]. In all cases the difference was negligible.

Table 4.4 summarizes the results we obtained for the first scenario. We studied two different configurations - the first one with 1 WebLogic server, the second one with 2. The table reports throughput ($X$) and response time ($R$) for the five request classes, as well as CPU utilization ($U$) of the WebLogic servers ($U_{WLS}$) and the database server ($U_{DBS}$). Results obtained from the model analysis are compared against results obtained through measurements and the modeling error is reported.

<table>
<thead>
<tr>
<th>METRIC</th>
<th>1 WebLogic Server</th>
<th>2 WebLogic Servers</th>
<th>Error</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>Measured</td>
<td>Error</td>
<td>Model</td>
</tr>
<tr>
<td>$X_{NO}$</td>
<td>14.59</td>
<td>14.37</td>
<td>1.5%</td>
<td>14.72</td>
</tr>
<tr>
<td>$X_{CO}$</td>
<td>4.85</td>
<td>4.76</td>
<td>1.9%</td>
<td>4.90</td>
</tr>
<tr>
<td>$X_{OS}$</td>
<td>24.84</td>
<td>24.76</td>
<td>0.3%</td>
<td>24.89</td>
</tr>
<tr>
<td>$X_{CS}$</td>
<td>19.89</td>
<td>19.85</td>
<td>0.2%</td>
<td>19.92</td>
</tr>
<tr>
<td>$X_{WO}$</td>
<td>12.11</td>
<td>12.19</td>
<td>0.7%</td>
<td>12.20</td>
</tr>
<tr>
<td>$R_{NO}$</td>
<td>56ms</td>
<td>68ms</td>
<td>17.6%</td>
<td>37ms</td>
</tr>
<tr>
<td>$R_{CO}$</td>
<td>58ms</td>
<td>67ms</td>
<td>13.4%</td>
<td>38ms</td>
</tr>
<tr>
<td>$R_{OS}$</td>
<td>12ms</td>
<td>16ms</td>
<td>25.0%</td>
<td>8ms</td>
</tr>
<tr>
<td>$R_{CS}$</td>
<td>11ms</td>
<td>17ms</td>
<td>35.2%</td>
<td>7ms</td>
</tr>
<tr>
<td>$R_{WO}$</td>
<td>1127ms</td>
<td>1141ms</td>
<td>1.2%</td>
<td>1092ms</td>
</tr>
<tr>
<td>$U_{WLS}$</td>
<td>66%</td>
<td>70%</td>
<td>5.7%</td>
<td>33%</td>
</tr>
<tr>
<td>$U_{DBS}$</td>
<td>36%</td>
<td>40%</td>
<td>10%</td>
<td>36%</td>
</tr>
</tbody>
</table>

As we can see from the table, while throughput and utilization results are extremely accurate, the same does not hold for response time results. This is because when we run a transaction mix, as opposed to a single transaction, some additional delays are incurred which are not captured by the model. For example, delays result from contention for data access (database locks, latches), processes, threads, database connections, etc. Our model captures the hardware contention aspects of system behavior and does not represent software contention aspects. While software
contention may not always have a big impact on transaction throughput and CPU utilization, it usually does have a direct impact on transaction response time and therefore real (measured) response times are higher than the ones obtained from the model. In [107] and [139] some techniques are presented for estimating delays incurred from software contention. However, they are rather approximative and attempting to apply them to our system leads to technical difficulties stemming from the size and complexity of the latter.

From Table 4.4 we see that the response time error for requests with very low service demands (e.g. OrderStatus and CustStatus) is much higher than average. This is because the processing times for such requests are very low (around 10ms) and the additional delays from software contention, while not that high as absolute values, are high relative to the overall response times. The results show that the higher the service demand of a request type, the lower the response time error is. Indeed, the requests with the highest service demand (WorkOrder) always have the lowest response time error.

**Scenario 2: Moderate Load**

In this scenario there are 260 concurrent clients interacting with the system and 100 planned production lines running in the manufacturing domain. This is twice as much as in the previous scenario. We study 2 deployments - the first one with 3 WebLogic servers, the second with 6. Table 4.5 summarizes the results from the model analysis. Again we obtain very accurate throughput and utilization results, and accurate response time results. The response time error does not exceed 35%, which is considered acceptable in most capacity planning studies [109].

**Scenario 3: Heavy Load**

In this scenario there are 350 concurrent clients and 200 planned production lines in total. We consider three configurations - with 4, 6 and 9 WebLogic servers, respectively. However, we slightly increase the think times in order to make sure that the single database server is able to handle the load. Tables 4.6 and 4.7 summarize the results for this scenario. For the configuration with 9 WebLogic servers, the available model analysis algorithms failed to produce reliable response time results and therefore we only consider throughput and utilization for this configuration.

**Scenarios with Large Order Lines**

We now consider the case when large order lines in the manufacturing domain are enabled. The latter are activated upon arrival of large orders in the customer domain. Each large order generates a work order that is processed asynchronously on one of the large order lines. As already mentioned, this poses a difficulty since QNs
Table 4.5: Analysis results for scenario 2 (moderate load).

<table>
<thead>
<tr>
<th>METRIC</th>
<th>3 WebLogic Servers</th>
<th>6 WebLogic Servers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>Measured</td>
</tr>
<tr>
<td>$X_{NO}$</td>
<td>24.21</td>
<td>24.08</td>
</tr>
<tr>
<td>$X_{CO}$</td>
<td>19.36</td>
<td>18.77</td>
</tr>
<tr>
<td>$X_{OS}$</td>
<td>49.63</td>
<td>49.48</td>
</tr>
<tr>
<td>$X_{CS}$</td>
<td>34.77</td>
<td>34.24</td>
</tr>
<tr>
<td>$X_{WO}$</td>
<td>23.95</td>
<td>23.99</td>
</tr>
<tr>
<td>$R_{NO}$</td>
<td>65ms</td>
<td>75ms</td>
</tr>
<tr>
<td>$R_{CO}$</td>
<td>66ms</td>
<td>73ms</td>
</tr>
<tr>
<td>$R_{OS}$</td>
<td>15ms</td>
<td>20ms</td>
</tr>
<tr>
<td>$R_{CS}$</td>
<td>13ms</td>
<td>20ms</td>
</tr>
<tr>
<td>$R_{WO}$</td>
<td>1175ms</td>
<td>1164ms</td>
</tr>
<tr>
<td>$U_{WLS}$</td>
<td>46%</td>
<td>49%</td>
</tr>
<tr>
<td>$U_{DBS}$</td>
<td>74%</td>
<td>76%</td>
</tr>
</tbody>
</table>

Table 4.6: Analysis results for scenario 3 (heavy load) with 4 and 6 WLS.

<table>
<thead>
<tr>
<th>METRIC</th>
<th>4 WebLogic Servers</th>
<th>6 WebLogic Servers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>Measured</td>
</tr>
<tr>
<td>$X_{NO}$</td>
<td>32.19</td>
<td>32.29</td>
</tr>
<tr>
<td>$X_{CO}$</td>
<td>16.10</td>
<td>15.96</td>
</tr>
<tr>
<td>$X_{OS}$</td>
<td>49.59</td>
<td>48.92</td>
</tr>
<tr>
<td>$X_{CS}$</td>
<td>16.55</td>
<td>16.25</td>
</tr>
<tr>
<td>$X_{WO}$</td>
<td>31.69</td>
<td>31.64</td>
</tr>
<tr>
<td>$R_{NO}$</td>
<td>106ms</td>
<td>98ms</td>
</tr>
<tr>
<td>$R_{CO}$</td>
<td>106ms</td>
<td>102ms</td>
</tr>
<tr>
<td>$R_{OS}$</td>
<td>25ms</td>
<td>30ms</td>
</tr>
<tr>
<td>$R_{CS}$</td>
<td>21ms</td>
<td>31ms</td>
</tr>
<tr>
<td>$R_{WO}$</td>
<td>1310</td>
<td>1260ms</td>
</tr>
<tr>
<td>$U_{WLS}$</td>
<td>40%</td>
<td>42%</td>
</tr>
<tr>
<td>$U_{DBS}$</td>
<td>87%</td>
<td>89%</td>
</tr>
</tbody>
</table>

provide very limited possibilities for modeling this type of asynchronous processing. We now present one approach to integrate large order processing into the model.
Table 4.7: Analysis results for scenario 3 (heavy load) with 9 WLS.

<table>
<thead>
<tr>
<th>METRIC</th>
<th>9 WebLogic Servers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
</tr>
<tr>
<td>$X_{NO}$</td>
<td>32.24</td>
</tr>
<tr>
<td>$X_{CO}$</td>
<td>16.12</td>
</tr>
<tr>
<td>$X_{OS}$</td>
<td>49.61</td>
</tr>
<tr>
<td>$X_{CS}$</td>
<td>16.55</td>
</tr>
<tr>
<td>$X_{WO}$</td>
<td>31.73</td>
</tr>
<tr>
<td>$U_{WLS}$</td>
<td>18%</td>
</tr>
<tr>
<td>$U_{DBS}$</td>
<td>88%</td>
</tr>
</tbody>
</table>

Since large order lines are always triggered by NewOrder transactions we can add the load they produce to the service demands of NewOrder requests. To do that we rerun the NewOrder experiments with the large order lines turned on. The additional load leads to higher utilization of system resources and in this way impacts the measured NewOrder service demands (see Table 4.8). While this incorporates the large order line activity into the model, it changes the semantics of NewOrder jobs. In addition to the NewOrder transaction load, they now also include the load caused by large order lines. Thus, performance metrics (throughput, response time) for NewOrder requests no longer correspond to the respective metrics of the NewOrder transaction. Therefore, we can no longer quantify the performance of the NewOrder transaction on itself. Nevertheless, we can still analyze the performance of other transactions and gain a picture of the overall system behavior. Table 4.9 summarizes the results for the three scenarios with enabled large order lines. We consider one configuration per scenario: the first one with 1 WebLogic server, the second with 3 and the third with 9. As we can see, while the model predictions for transaction throughput and server utilization were very accurate, unfortunately this was not the case for response times. The incorporation of large order lines into the model led to the modeling error for response time soaring up to 75%.

Table 4.8: NewOrder service demands with large order lines running.

<table>
<thead>
<tr>
<th>TX-Type</th>
<th>WLS-CPU</th>
<th>DBS-CPU</th>
<th>DBS-I/O</th>
</tr>
</thead>
<tbody>
<tr>
<td>NewOrder</td>
<td>23.49ms</td>
<td>21.61ms</td>
<td>1.87ms</td>
</tr>
</tbody>
</table>
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Table 4.9: Analysis results for scenarios with large order lines.

<table>
<thead>
<tr>
<th>METRIC</th>
<th>Low / 1 WLS</th>
<th>Moderate / 3 WLS</th>
<th>Heavy / 9 WLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>Error</td>
<td>Model</td>
</tr>
<tr>
<td>$X_{CO}$</td>
<td>4.79 6.4%</td>
<td>19.09 3.5%</td>
<td>15.31 4.5%</td>
</tr>
<tr>
<td>$X_{OS}$</td>
<td>24.77 2.9%</td>
<td>49.46 2.3%</td>
<td>48.96 3.1%</td>
</tr>
<tr>
<td>$X_{CS}$</td>
<td>19.83 2.4%</td>
<td>34.67 2.1%</td>
<td>16.37 1.9%</td>
</tr>
<tr>
<td>$X_{WO}$</td>
<td>11.96 5.7%</td>
<td>23.43 2.6%</td>
<td>29.19 1.2%</td>
</tr>
<tr>
<td>$R_{CO}$</td>
<td>86ms 60.7%</td>
<td>95ms 34.5%</td>
<td>-</td>
</tr>
<tr>
<td>$R_{OS}$</td>
<td>18ms 71.0%</td>
<td>22ms 55.1%</td>
<td>-</td>
</tr>
<tr>
<td>$R_{CS}$</td>
<td>16ms 74.6%</td>
<td>19ms 59.6%</td>
<td>-</td>
</tr>
<tr>
<td>$R_{WO}$</td>
<td>1179ms 16.1%</td>
<td>1268ms 5.0%</td>
<td>-</td>
</tr>
<tr>
<td>$U_{WLS}$</td>
<td>80% 0.0%</td>
<td>53% 1.9%</td>
<td>20% 0.0%</td>
</tr>
<tr>
<td>$U_{DBS}$</td>
<td>43% 2.4%</td>
<td>84% 2.4%</td>
<td>96% 1.0%</td>
</tr>
</tbody>
</table>

4.2.5 Conclusions from the Analysis

We used the QN model to predict system performance in several different configurations varying the workload intensity and the number of WebLogic servers available. The model was extremely accurate in predicting transaction throughput and server utilization, and less accurate in predicting transaction response time. The results enable us to give answers to the questions we started with in Section 4.2.1. Depending on the service level agreements and the expected workload intensity, we can now determine how many WebLogic servers we need in order to guarantee adequate performance. We can also see for each configuration which component is mostly utilized and thus could become a potential bottleneck (see Figure 4.5). In scenario 1, we saw that with a single WebLogic server, the latter could easily become a bottleneck since its utilization would be twice as high as that of the database server. The problem was resolved by adding an extra WebLogic server. In scenarios 2 and 3, we saw that with more than 3 WebLogic servers as we increase the load, the database CPU utilization approaches 90%, while the WebLogic servers remain in all cases less than 50% utilized. This clearly indicates that, in this case, the database server is the bottleneck.

4.3 Case Study 2: Modeling using QPNs

In this section, we build a QPN model of a deployment of SPECjAppServer2001’s order entry application and then, as in the first case study, we show how the model
can be used to predict the system performance for the purpose of capacity planning. We demonstrate the modeling power and expressiveness of QPN models and show how they can be used to integrate hardware and software aspects of system behavior. However, we also show that QPN models of realistic systems are too large to be analyzable using currently available tools and techniques for QPN analysis. New solution techniques and tools are needed which would enable models of realistic size and complexity to be analyzed. Only this would make it possible to exploit QPN models to their full potential.

4.3.1 Motivation

Imagine the following hypothetical scenario: A company is about to introduce an online ordering service for its customers and chooses to implement the service using a J2EE application. Assume that this application is the order entry application of SPECjAppServer2001. Before putting the application into production, the company decides to conduct a capacity planning study in order to come up with an adequate sizing and configuration of the deployment environment. We assume that the company initially plans to deploy the application in the deployment environment depicted in Figure 4.6. This environment uses a cluster of WebLogic servers (WLS) as a container for the J2EE application and Oracle 9i as a database server (DBS) for persistence. We assume that all machines in the WLS cluster are identical.
The company is interested in finding answers to the following questions:

1. What level of performance does the system provide under load?
2. Are there potential system bottlenecks? Does the system scale?
3. How many WebLogic servers would be needed to guarantee adequate performance?

In addition, the company needs to find optimal values for the following configuration parameters:

1. Number of threads in WLS thread pools.
2. Number of JDBC connections in WLS database connection pools.
3. Number of shared server processes of the Oracle server instance.

We now build a QPN model of the system and show how it can be used to address these questions.
4.3.2 Workload Characterization

As in the previous case study, we first characterize the workload of the system. Since, this time only the order entry application is run, we have four request classes corresponding to the four order entry transaction types: NewOrder (NO), Change-Order (CO), OrderStatus (OS) and CustStatus (CS). The following resources are used during their processing:

- The CPU of a WebLogic server (WLS-CPU).
- The Local Area Network (LAN).
- The CPUs of the database server (DBS-CPU).
- The disk subsystem of the database server (DBS-I/O).

Again, in order to determine the service demands at these resources, we conducted a separate experiment for each of the four request classes. In each case, we deployed the order entry application in a configuration with a single WebLogic server and then injected requests of the respective class into the system. During the experiment, we monitored the system resources and measured the time requests spent at each resource during their processing. For the database server, we used the Oracle 9i Intelligent Agent, which provides exhaustive information about CPU consumption as well as I/O wait times. For the WebLogic server, we monitored the CPU utilization using operating system tools and then used the Service Demand Law to derive the CPU service demand. As to network service demands, we decided to ignore them since all communications were taking place over a 100 MBit LAN and communication times were negligible. Table 4.10 reports the service demand measurements for the four request classes. In addition to hardware resources, for each transaction, a WLS thread, a database connection and a database server process are used during its processing.

<table>
<thead>
<tr>
<th>TX-Type</th>
<th>WLS-CPU</th>
<th>DBS-CPU</th>
<th>DBS-I/O</th>
</tr>
</thead>
<tbody>
<tr>
<td>NewOrder</td>
<td>70ms</td>
<td>53ms</td>
<td>12ms</td>
</tr>
<tr>
<td>ChangeOrder</td>
<td>26ms</td>
<td>16ms</td>
<td>6ms</td>
</tr>
<tr>
<td>OrderStatus</td>
<td>7ms</td>
<td>4ms</td>
<td>0ms</td>
</tr>
<tr>
<td>CustomerStatus</td>
<td>10ms</td>
<td>5ms</td>
<td>0ms</td>
</tr>
</tbody>
</table>

Table 4.10: Workload mean service demands.
4.3.3 First Cut System Model

We are now ready to build a QPN model of the system. We start with a simple model that does not utilize any hierarchical structures and is depicted in Figure 4.7. For now we assume that there is a single WebLogic server in the WLS cluster.

The following types of tokens (token colors) are used in the model:

**Token 'r_i'** represents a request sent by a client for execution of a transaction of class \( i \). For each request class a separate token color is used (e.g. 'r_1', 'r_2', 'r_3',...). Tokens of these colors can be contained only in places Client, WLS-CPU, DBS-PQ, DBS-CPU and DBS-I/O.

**Token 't'** represents a WLS thread. Tokens of this color can be contained only in place WLS-Thread-Pool.

**Token 'p'** represents a DBS process. Tokens of this color can be contained only in place DBS-Process-Pool.

**Token 'c'** represents a JDBC connection to the DBS. Tokens of this color can be contained only in place DB-Conn-Pool.

In the following we describe the places of the model:
Client Queueing place with IS scheduling strategy used to represent clients sending requests to the system. The service time of this place corresponds to the average client think time.

WLS-CPU Queueing place with PS scheduling strategy used to represent the CPU of the WLS.

DBS-CPU Queueing place with PS scheduling strategy used to represent the CPU of the DBS.

DBS-I/O Queueing place with FCFS scheduling strategy used to represent the disk subsystem of the DBS.

WLS-Thread-Pool Ordinary place used to represent the thread pool of the WLS. Each token in this place represents a WLS thread.

DB-Conn-Pool Ordinary place used to represent the JDBC connection pool of the WLS. Tokens in this place represent JDBC connections to the DBS.

DBS-Process-Pool Ordinary place used to represent the process pool of the DBS. Tokens in this place represent Oracle processes.

DBS-PQ Ordinary place used to hold incoming requests at the DBS while they wait for a server process to be allocated to them.

We now take a look at the life-cycle of a client request in the system model. Every request (modeled by a token of color ’\(r_i\)’ for some \(i\)) is initially at the queue of place Client where it waits for a user-specified think time. After the think time elapses the request moves to the Client depository and waits for a WLS thread to be allocated to it before its processing can start. Once a thread is allocated (modeled by taking a token of color ’t’) from place WLS-Thread-Pool, the request moves to the queue of place WLS-CPU, where it receives service from the CPU of WLS. It then moves to the depository of the place and waits for a JDBC connection to be allocated to it. The JDBC connection (modeled by token ’c’) is used to contact the database and make any updates required by the respective transaction. A request sent to the database server arrives at place DBS-PQ (DBS Process Queue) and waits for a server process (modeled by token ’p’) to be allocated to it. Once this is done, the request receives service first at the CPU and then at the disk subsystem of the database server. This completes the processing of the request, which is then sent back to place Client releasing the held DBS process, JDBC connection and WLS thread. The following input parameters need to be supplied before the model can be analyzed:

- Number of requests of each request class in the initial marking.
• Service times of request classes at the queues of places WLS-CPU, DBS-CPU and DBS-I/O (as per Table 4.10). Service times are assumed to be exponentially distributed.

• Average client think time (service time at the queue of place Client).

• Number of WLS threads (tokens 't'), JDBC connections (tokens 'c') and Oracle server processes (tokens 'p') in the initial marking.

4.3.4 Hierarchical System Model

The model described above is a flat QPN model and its corresponding state space grows exponentially with the number of requests in the system. This means that only relatively small instances of the model (i.e. with relatively small number of requests) are analytically tractable. We will now show how hierarchical structuring can be exploited to alleviate the state space explosion problem and enable larger models to be analyzed. The idea is to isolate the database server and model it using a separate nested QPN. In order to do this we replace the database server part of the original flat QPN with a single subnet place which we call "DBS". This place represents the entire database server and is expanded into a low-level QPN containing the original DBS queues of the flat model. Figures 4.8 and 4.9 show the high-level and low-level QPN of the new system model. By specifying the model in a hierarchical fashion we can now exploit structured analysis techniques, which enables us to solve models with much higher number of requests.

Figure 4.8: Model’s high-level QPN.
4.3.5 Model Analysis and Validation

We now proceed to analyze several different instances of the model introduced in the previous section and then validate them by comparing results from the analysis with measured data. We start by taking a look at the mathematical laws and formulas that we use in our analysis. Our presentation is based on the following notation:

**D:** Service demand of a queue, i.e. the amount of time required for a token (request) to be served at the queue.

**μ:** Average service rate of a queue, i.e. the number of tokens (requests) served at the queue per unit of time.

**N:** Average token population of a queue, place or depository, i.e. the average number of tokens (requests) in it.

**U:** Average utilization of a queue, place or depository, i.e. the probability that there is a token (request) in it.

**X:** Average throughput of a queue, place or depository, i.e. the number of tokens (requests) that leave it per unit of time. Note that, at steady state, the rate at which tokens leave a queue/place/depository is equal to the rate at which they enter it.

**R:** Average residence time of a token (request) at a queue, place or depository.

All models that we consider in this section are based on the hierarchical system model presented in the previous section. We use the HiQPN-Tool [14] to solve the

![Figure 4.9: Model’s low-level QPN.](image-url)
models. Based on the solution of the model’s underlying Markov chain the HiQPN-Tool reports the distribution of the number of tokens at each place in steady state. For queueing places the latter is reported separately for the queue and for the depository of the place. Using the distributions, one can easily derive the average token population $N$ (which is done automatically and reported by the tool) and the utilization $U$ of each queue in steady state. The following trivial relations hold:

$$N = \sum_{i=0}^{\infty} i.p_i \quad (4.2)$$

$$U = 1 - p_0 \quad (4.3)$$

where $p_i$ is the probability that there are $i$ tokens in the queue.

Note that since places Client, WLS-CPU, DBS-PQ, DBS-CPU and DBS-I/O form a closed chain with respect to the flow of requests in the system, using the "flow-in = flow-out" principle from Queueing Theory [166], we can conclude that in steady state the throughput of requests through each of these places must be the same. This applies also to the queues and depositories of the places, i.e. they have the same throughput as the places themselves. Furthermore, this holds both for total request throughput, as well as for throughput of particular request classes. The following trivial relationship holds [109]:

$$\mu = \frac{1}{D} \quad (4.4)$$

Using this formula we can derive the service rates of the queues in the model for the different request classes based on their service demands provided in Table 4.10. Given that the service rates of all queues are load-independent, we can use the following relation (which follows from the Utilization Law) to derive the throughput $X$ of a queue in the case of a single request class:

$$X = U.\mu \quad (4.5)$$

In the case of multiple request classes we can derive the throughput of each request class using Little’s Law. Recall that the latter relates the throughput $X$ of a queue with the average number of requests $N$ in it and their average residence time $R$. The relation is shown in Equation (4.6) below and can be applied both with respect to all requests of the system as well as with respect to separate request classes.

$$X = \frac{N}{R} \quad (4.6)$$

We apply this formula to the Client queue for each request class in the system. The average number $N$ of requests of each class is reported by the tool. The residence
time of requests $R$ is also known since the queue has IS scheduling strategy and therefore the residence time of all requests is equal to the service time of the queue, which is an input parameter to the model (the client think time). Substituting $N$ and $R$ in Equation (4.6) we can calculate the throughput of each request class. Now that we know how to find the throughput of requests in the system, we can derive the residence time of requests at every place, queue or depository using the following equation, which again follows directly from Little’s Law:

$$R = \frac{N}{X} \quad (4.7)$$

We are now ready to start analyzing some concrete instances of the model.

**Scenario 1: Single Request Class**

We start with a simplified scenario in which we have a single request class, the NewOrder transaction. Our goal is to analyze the behavior of the system with respect to this transaction. Assume that we have 80 clients in the system with average think time of 200ms and there are 60 WLS threads, 40 JDBC connections and 30 DBS processes available. We use this data to parameterize the hierarchical system model from Section 4.3.4. Table 4.11 summarizes the analysis results for this scenario. It reports the calculated throughput and residence time of requests at the most important queues and depositories. It also reports the average token population of places WLS-Thread-Pool, DB-Conn-Pool and DBS-Process-Pool. We have used subscripts ‘Q’ and ‘D’ to distinguish between queues and depositories of places.

<table>
<thead>
<tr>
<th>PLACE</th>
<th>$N$</th>
<th>$U$</th>
<th>$X$</th>
<th>$R$ [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client$_Q$</td>
<td>2.85</td>
<td>0.94</td>
<td>14.28</td>
<td>200</td>
</tr>
<tr>
<td>Client$_D$</td>
<td>17.14</td>
<td>1.00</td>
<td>-/--</td>
<td>1200</td>
</tr>
<tr>
<td>WLS-CPU$_Q$</td>
<td>56.67</td>
<td>1.00</td>
<td>-/--</td>
<td>3967</td>
</tr>
<tr>
<td>WLS-CPU$_D$</td>
<td>0.00</td>
<td>0.00</td>
<td>-/--</td>
<td>0</td>
</tr>
<tr>
<td>DBS-PQ</td>
<td>0.00</td>
<td>0.00</td>
<td>-/--</td>
<td>0</td>
</tr>
<tr>
<td>DBS-CPU$_Q$</td>
<td>3.11</td>
<td>0.75</td>
<td>-/--</td>
<td>218</td>
</tr>
<tr>
<td>DBS-I/O$_Q$</td>
<td>0.20</td>
<td>0.17</td>
<td>-/--</td>
<td>14</td>
</tr>
<tr>
<td>WLS-Thread-Pool</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DB-Conn-Pool</td>
<td>36.67</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBS-Process-Pool</td>
<td>26.67</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The total end-to-end request response time ($R_{Total}$) is equal to the time needed for a request to make a complete cycle through the queueing places of the system. The latter can be calculated by summing up the residence times of requests at the queues and depositories of all queueing places plus the residence time at the ordinary place DBS-PQ.

\[
R_{Total} = R_{ClientD} + R_{WLS-CPUQ} + \\
+ R_{WLS-CPU_D} + R_{DBS-PQ} + \\
+ R_{DBS-CPU_Q} + R_{DBS-I/O_Q}
\]

(4.8)

Note that the above sum excludes the Client queue, since the time spent at it corresponds to the client think time. It also excludes the depositories of places DBS-CPU and DBS-I/O, because requests never wait at them. Table 4.12 compares results obtained from the model analysis with results obtained from measurements and shows the modeling error for the most important performance metrics. The measurements were collected by running an experiment in which the specified workload was injected into the system over a period of 40 minutes. Measurements were taken after the first 10 minutes, which the system needed to reach steady state.

<table>
<thead>
<tr>
<th>METRIC</th>
<th>Model</th>
<th>Measured</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>WLS-CPU Utilization</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>DBS-CPU Utilization</td>
<td>75%</td>
<td>65%</td>
<td>15%</td>
</tr>
<tr>
<td>NewOrder Throughput</td>
<td>14.28</td>
<td>13.43</td>
<td>6.3%</td>
</tr>
<tr>
<td>NewOrder Resp.Time</td>
<td>5399ms</td>
<td>5738ms</td>
<td>5.9%</td>
</tr>
<tr>
<td>Thread Queue Length</td>
<td>17.14</td>
<td>18</td>
<td>4.7%</td>
</tr>
</tbody>
</table>

As we can see from Table 4.11, requests spend 1200ms on average at the Client depository waiting for a WLS thread to become available. On the other hand, there are plenty of JDBC connections and DBS processes available and there is no contention for these resources as indicated by the residence times of requests at WLS-CPU$_D$ and DBS-PQ both of which are zero. Since, on average, there are only 3.31 requests served concurrently at the database server we can decrease the number of available JDBC connections and DBS processes significantly without impacting performance in a negative way. In fact, doing this could even improve the overall performance since JDBC connections and DBS processes cost memory and reducing
them will increase the amount of memory available for the WebLogic server and database server, respectively.

It would be interesting to see what would change if we decrease the number of available WLS threads to 40. This would limit the number of requests processed concurrently by the WebLogic server. Table 4.13 repeats the analysis for 40 WLS threads.

Table 4.13: Analysis results for scenario 1 with 40 threads.

<table>
<thead>
<tr>
<th>PLACE</th>
<th>N</th>
<th>U</th>
<th>X</th>
<th>R [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client_Q</td>
<td>2.85</td>
<td>0.94</td>
<td>14.28</td>
<td>200</td>
</tr>
<tr>
<td>Client_D</td>
<td>37.14</td>
<td>1.00</td>
<td>-/-</td>
<td>2601</td>
</tr>
<tr>
<td>WLS-CPU_Q</td>
<td>36.67</td>
<td>1.00</td>
<td>-/-</td>
<td>2568</td>
</tr>
<tr>
<td>WLS-CPU_D</td>
<td>0.00</td>
<td>0.00</td>
<td>-/-</td>
<td>0</td>
</tr>
<tr>
<td>DBS-PQ</td>
<td>0.00</td>
<td>0.00</td>
<td>-/-</td>
<td>0</td>
</tr>
<tr>
<td>DBS-CPU_Q</td>
<td>3.11</td>
<td>0.75</td>
<td>-/-</td>
<td>218</td>
</tr>
<tr>
<td>DBS-I/O_Q</td>
<td>0.20</td>
<td>0.17</td>
<td>-/-</td>
<td>14</td>
</tr>
<tr>
<td>WLS-Thread-Pool</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DB-Conn-Pool</td>
<td>36.67</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBS-Process-Pool</td>
<td>26.67</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As we can see, the change does not have any impact on the overall system throughput, since in both cases the WebLogic server is saturated to its full capacity. However, one might at first be misled to believe that because of increased contention for threads, the end-to-end request response time would also increase, which according to the model as well as the measurements is not the case. This is because reducing the level of concurrency in the WebLogic server results in requests being served faster and this compensates the longer time spent queueing for threads. In both cases the WebLogic server is completely utilized and the rest of the system remains unaffected by the change. Table 4.14 shows the modeling error with 40 threads. As we can see, in both cases the QPN model is quite accurate in representing the system.

As demonstrated, QPNs enable us to integrate in the same model hardware and software aspects of system behavior. Using queueing places we can easily model hardware contention and scheduling strategies with the same flexibility as in traditional QNs. However, in addition to this, QPNs also empower us to represent some further aspects of system behavior such as simultaneous resource possession, blocking and contention for software resources (threads, connections and processes). The
latter is not possible, at least at this level of accuracy, using conventional modeling paradigms such as QNs and Petri nets. Even though extensions of QNs, such as Extended QNs, provide some limited support for modeling software contention, they are too restrictive and inaccurate to compare with the modeling power demonstrated in the above examples.

<table>
<thead>
<tr>
<th>METRIC</th>
<th>Model</th>
<th>Measured</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>WLS-CPU Utilization</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>DBS-CPU Utilization</td>
<td>75%</td>
<td>65%</td>
<td>15%</td>
</tr>
<tr>
<td>NewOrder Throughput</td>
<td>14.28</td>
<td>13.41</td>
<td>6.4%</td>
</tr>
<tr>
<td>NewOrder Resp.Time</td>
<td>5401ms</td>
<td>5742ms</td>
<td>5.9%</td>
</tr>
<tr>
<td>Thread Queue Length</td>
<td>37.14</td>
<td>40</td>
<td>7.1%</td>
</tr>
</tbody>
</table>

**Scenario 2: Multiple Request Classes**

We will now look at a scenario in which we have two classes of requests in the system - NewOrder and ChangeOrder. We again use the hierarchical model from Section 4.3.4 as a basis. However, this time we define two types of request tokens (NewOrder and ChangeOrder) so that we can distinguish between the two request classes. Trying to solve the resulting HQPN model for high values of the number of NewOrder and ChangeOrder clients, we ran into state space explosion of the underlying Markov chain. Therefore, we make some simplifications in order to come up with a model that is analyzable. First of all, we assume that there are plenty of JDBC connections and DBS server processes and drop places DB-Conn-Pool and DBS-Process-Pool. In addition, we assume that there are only 20 clients in the system (10 NewOrder and 10 ChangeOrder), the average think time is 1 second and there are 10 WLS threads available. Tables 4.15 and 4.16 report the analysis results and modeling error for this scenario. The modeling error for most performance metrics remains under 10%.

**Scenario 3: Multiple WebLogic servers**

In this final scenario we generalize our initial setting to allow multiple WebLogic servers to be used. We again use the hierarchical system model from Section 4.3.4 as a basis, but modify the HLQPN to include multiple WLS queueing places - one per WebLogic server. The new HLQPN is depicted in Figure 4.10.
Table 4.15: Analysis results for scenario 2.

<table>
<thead>
<tr>
<th>PLACE</th>
<th>N</th>
<th>U</th>
<th>X</th>
<th>R [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>WLS-Thread-Pool</td>
<td>6.68</td>
<td>0.99</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Over All Request Classes

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Client_Q</td>
<td>16.67</td>
<td>1.00</td>
<td>16.67</td>
<td>1000</td>
</tr>
<tr>
<td>Client_D</td>
<td>0.00</td>
<td>0.00</td>
<td>-//-</td>
<td>0</td>
</tr>
<tr>
<td>WLS-CPU_Q</td>
<td>2.14</td>
<td>0.76</td>
<td>-//-</td>
<td>128</td>
</tr>
<tr>
<td>DBS-CPU_Q</td>
<td>1.00</td>
<td>0.54</td>
<td>-//-</td>
<td>59</td>
</tr>
<tr>
<td>DBS-I/O_Q</td>
<td>0.16</td>
<td>0.14</td>
<td>-//-</td>
<td>9</td>
</tr>
</tbody>
</table>

Over NewOrder Requests

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Client_Q</td>
<td>7.45</td>
<td>1.00</td>
<td>7.45</td>
<td>1000</td>
</tr>
<tr>
<td>Client_D</td>
<td>0.00</td>
<td>0.00</td>
<td>-//-</td>
<td>0</td>
</tr>
<tr>
<td>WLS-CPU_Q</td>
<td>1.64</td>
<td>0.70</td>
<td>-//-</td>
<td>220</td>
</tr>
<tr>
<td>DBS-CPU_Q</td>
<td>0.79</td>
<td>0.46</td>
<td>-//-</td>
<td>107</td>
</tr>
<tr>
<td>DBS-I/O_Q</td>
<td>0.10</td>
<td>0.06</td>
<td>-//-</td>
<td>14</td>
</tr>
</tbody>
</table>

Over ChangeOrder Requests

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Client_Q</td>
<td>9.22</td>
<td>1.00</td>
<td>9.22</td>
<td>1000</td>
</tr>
<tr>
<td>Client_D</td>
<td>0.00</td>
<td>0.00</td>
<td>-//-</td>
<td>0</td>
</tr>
<tr>
<td>WLS-CPU_Q</td>
<td>0.50</td>
<td>0.35</td>
<td>-//-</td>
<td>54</td>
</tr>
<tr>
<td>DBS-CPU_Q</td>
<td>0.21</td>
<td>0.19</td>
<td>-//-</td>
<td>23</td>
</tr>
<tr>
<td>DBS-I/O_Q</td>
<td>0.06</td>
<td>0.09</td>
<td>-//-</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 4.16: Modeling error for scenario 2.

<table>
<thead>
<tr>
<th>METRIC</th>
<th>Model</th>
<th>Measured</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>WLS-CPU Utilization</td>
<td>76%</td>
<td>77%</td>
<td>1.2%</td>
</tr>
<tr>
<td>DBS-CPU Utilization</td>
<td>54%</td>
<td>64%</td>
<td>15.6%</td>
</tr>
<tr>
<td>Avg.free WLS-Threads</td>
<td>6.68</td>
<td>7</td>
<td>4.5%</td>
</tr>
<tr>
<td>NewOrder Throughput</td>
<td>7.45</td>
<td>7.47</td>
<td>0.2%</td>
</tr>
<tr>
<td>NewOrder Resp. Time</td>
<td>341ms</td>
<td>318ms</td>
<td>7.2%</td>
</tr>
<tr>
<td>ChgOrder Throughput</td>
<td>9.22</td>
<td>9.15</td>
<td>0.7%</td>
</tr>
<tr>
<td>ChgOrder Resp. Time</td>
<td>84ms</td>
<td>104ms</td>
<td>19.2%</td>
</tr>
</tbody>
</table>

To simplify things we do not include WLS-Thread places for the WebLogic servers in the new model. In fact, if we were to have WLS-Thread places for the
WebLogic servers, we would also need some way to distinguish between requests in the DBS subnet originating from different WebLogic servers. This is because we need to know at which WebLogic server to release a thread after completing service at the DBS subnet. One way to implement this is using the notion of tags [15] which are automatically added to tokens upon entry into the DBS subnet to keep track of their origin. However, this functionality is currently not supported by the HiQPN-Tool and therefore we do not include any WLS-Thread places in the model. We assume that there are 30 NewOrder clients in the system and that there is no contention for WLS threads, JDBC connections or Oracle processes. The client think time is again 1 second. Tables 4.17 and 4.18 summarize the analysis results for 2 and 3 WebLogic servers. As seen from the results, the modeling error remains under 10% and the QPN models perform quite well as a performance prediction tool.

4.3.6 Conclusions from the Analysis

We used the QPN model to predict the system performance for several different workload and configuration scenarios. In addition to transaction throughput and response times, we were able to predict the number of WLS threads, JDBC connections and Oracle processes used on average during operation. In all cases, the
Table 4.17: Analysis results for scenario 3.

<table>
<thead>
<tr>
<th>PLACE</th>
<th>N</th>
<th>U</th>
<th>X</th>
<th>R [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ClientQ</td>
<td>18.28</td>
<td>1.00</td>
<td>18.28</td>
<td>1000</td>
</tr>
<tr>
<td>WLS1-CPUQ</td>
<td>1.68</td>
<td>0.64</td>
<td>9.14</td>
<td>184</td>
</tr>
<tr>
<td>WLS2-CPUQ</td>
<td>1.68</td>
<td>0.64</td>
<td>9.14</td>
<td>184</td>
</tr>
<tr>
<td>DBS-CPUQ</td>
<td>8.07</td>
<td>0.96</td>
<td>18.28</td>
<td>441</td>
</tr>
<tr>
<td>DBS-I/OQ</td>
<td>0.27</td>
<td>0.21</td>
<td>-//-</td>
<td>15</td>
</tr>
</tbody>
</table>

For 3 WebLogic Servers

<table>
<thead>
<tr>
<th>PLACE</th>
<th>N</th>
<th>U</th>
<th>X</th>
<th>R [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ClientQ</td>
<td>18.42</td>
<td>1.00</td>
<td>18.42</td>
<td>1000</td>
</tr>
<tr>
<td>WLS1-CPUQ</td>
<td>0.72</td>
<td>0.43</td>
<td>6.14</td>
<td>117</td>
</tr>
<tr>
<td>WLS2-CPUQ</td>
<td>0.72</td>
<td>0.43</td>
<td>6.14</td>
<td>117</td>
</tr>
<tr>
<td>WLS3-CPUQ</td>
<td>0.72</td>
<td>0.43</td>
<td>6.14</td>
<td>117</td>
</tr>
<tr>
<td>DBS-CPUQ</td>
<td>9.05</td>
<td>0.98</td>
<td>18.42</td>
<td>491</td>
</tr>
<tr>
<td>DBS-I/OQ</td>
<td>0.28</td>
<td>0.22</td>
<td>-//-</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 4.18: Modeling error for scenario 3.

<table>
<thead>
<tr>
<th>METRIC</th>
<th>Model</th>
<th>Measured</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>For 2 WebLogic Servers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WLS-CPU Utilization</td>
<td>64%</td>
<td>68%</td>
<td>6%</td>
</tr>
<tr>
<td>DBS-CPU Utilization</td>
<td>96%</td>
<td>91%</td>
<td>5%</td>
</tr>
<tr>
<td>NewOrder Throughput</td>
<td>18.28</td>
<td>17.56</td>
<td>4%</td>
</tr>
<tr>
<td>NewOrder Resp. Time</td>
<td>640ms</td>
<td>693ms</td>
<td>8%</td>
</tr>
<tr>
<td>For 3 WebLogic Servers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WLS-CPU Utilization</td>
<td>43%</td>
<td>44%</td>
<td>2%</td>
</tr>
<tr>
<td>DBS-CPU Utilization</td>
<td>98%</td>
<td>97%</td>
<td>1%</td>
</tr>
<tr>
<td>NewOrder Throughput</td>
<td>18.42</td>
<td>17.61</td>
<td>5%</td>
</tr>
<tr>
<td>NewOrder Resp. Time</td>
<td>623ms</td>
<td>673ms</td>
<td>7%</td>
</tr>
</tbody>
</table>

Model predictions were very accurate and the modeling error did not exceed 20%. However, unfortunately, it was not possible to provide exhaustive answers to the questions asked in Section 4.3.1. Trying to analyze the QPN model for a realistic customer population, we ran into the state space explosion problem and the tractable scenarios had to be (artificially) simplified. Thus, using currently available analysis techniques for QPNs, it was not possible to predict the system performance under
realistic load conditions and analyze its scalability.

4.4 Concluding Remarks

In this chapter, we presented two practical performance modeling case studies which demonstrated how conventional QN models and the relatively new QPN models can be exploited for performance analysis of DCS. We modeled two realistic systems and discussed the difficulties stemming from the limited model expressiveness, on the one hand, and the lack of scalable analysis techniques, on the other hand.

Using QN models it was not possible to accurately model asynchronous processing and software contention aspects. Moreover, the available analysis techniques were not able to provide reliable response time results when considering large models with increased workload intensity.

We showed that QPN models hold a significant advantage over conventional QN models, since they allow the integration of hardware and software aspects of system behavior into the same model. However, we also showed that QPN models of realistic systems are too large to be analyzable using currently available tools and techniques for QPN analysis. The problem is that the latter are all based on Markov chain analysis, which suffers the state space explosion problem and limits the size of the models that can be solved. This is the reason why QPNs have hardly been exploited in the past decade and very few, if any, practical applications have been reported. Even though HQPNs and structured analysis techniques alleviate the problem, they do not eliminate it. In the next chapter, we develop a new method for analyzing QPN models that exploits discrete event simulation. The proposed method circumvents the state space explosion problem and allows models of realistic systems to be analyzed.
Chapter 5

Analysis of QPN Models by Simulation

Applying simulation to the modeling and performance analysis of complex systems can be compared to using the surgical scalpel, whereby "in the right hand [it] can accomplish tremendous good, but it must be used with great care and by someone who knows what they are doing".


5.1 Introduction

The Queueing Petri Net (QPN) paradigm provides a number of benefits over conventional modeling paradigms such as queueing networks and stochastic Petri nets. Using QPNs one can integrate hardware and software aspects of system behavior into the same model. As demonstrated in the previous chapter this lends itself very well to modeling DCS. However, currently available tools and techniques for QPN analysis suffer the state space explosion problem imposing a limit on the size of the models that are tractable. In this chapter, we present SimQPN - a simulation tool for QPNs developed as part of this thesis that provides an alternative approach to analyze QPN models, circumventing the state space explosion problem. In doing this, we propose a methodology for analyzing QPN models by means of discrete event simulation. The methodology shows how to simulate QPN models and analyze the output data from simulation runs. We validate our approach by applying it to study several different QPN models ranging from simple models to models of realistic systems. We evaluate the quality of data provided by SimQPN by conducting
an exhaustive experimental analysis of the variation of point estimates and coverage of confidence intervals reported.

An alternative approach to simulate QPN models would be to use a general purpose simulation package. However, this approach has some disadvantages. First, general purpose simulation packages do not provide means to represent QPN constructs directly. Instead, they require that simulation models are described using a general purpose simulation language. Mapping a QPN model to a description in the terms of a general purpose simulation language is a complex, time-consuming and error-prone task. Moreover, not all simulation languages provide the expressiveness needed to describe complex QPN models. Some simplifications might be required that could lead to less accurate results. Another disadvantage is that general purpose simulators are normally not as fast and efficient as specialized simulators, since they are usually not optimized for any particular type of models. Being specialized for QPNs, SimQPN simulates QPN models directly and has been designed to exploit the knowledge of the structure and behavior of QPNs to improve the efficiency of the simulation. Therefore, SimQPN is expected to provide much better performance than a general purpose simulator, both in terms of the speed of simulation and the quality of output data provided. Last but not least, SimQPN has the advantage that it is extremely light-weight and being implemented in Java it is platform independent.

This chapter is organized as follows: In Section 5.2, we present SimQPN - our simulation tool for QPNs, and discuss its features, design and architecture. In parallel to this, we present our methodology for simulating QPN models based on which SimQPN was developed. The methodology shows how to simulate QPN models and analyze the output data from simulation runs. We look at the methods for output data analysis employed and discuss the specifics of their implementation. Following this, in Section 5.3, we study several different QPN models using SimQPN and validate the results with respect to correctness and accuracy. We evaluate the performance of point and interval estimators implemented in SimQPN. Finally, in Section 5.4, we present some concluding remarks.

5.2 SimQPN - Simulator for Queueing Petri Nets

In this section, we present SimQPN taking a detailed look at its features, design and architecture. In parallel to this, we present our methodology for simulating QPN models based on which SimQPN was developed. The methodology shows how to simulate QPN models and analyze the output data from simulation runs. We look at the methods for output data analysis employed and discuss the specifics of their implementation.
5.2.1 SimQPN Features

SimQPN is a discrete event simulation (DES) engine specialized for QPNs. It is implemented 100% in Java to provide maximum portability and platform-independence. It is extremely light-weight (less than 1 MB) and requires only an installed Java Runtime Environment (JRE)\(^1\). SimQPN simulates QPNs using a sequential algorithm based on the event-scheduling approach for simulation modeling.

In the first version of SimQPN, the most important features typically used in QPN models have been implemented. As of the time of writing, QPN models with the following restrictions are supported:

- Scheduling strategies for queues are limited to FCFS, PS and IS.
- The following service time distributions are supported for FCFS and IS queues: Beta, BreitWigner, ChiSquare, Gamma, Hyperbolic, Exponential, ExponentialPower, Logarithmic, Normal, StudentT, Uniform and VonMises. For PS queues, currently only exponential service time distributions are supported, which makes it easier to handle residual service times. For the next version of SimQPN it is planned to relax this restriction.
- Empirical distributions are supported in the following way. The user is expected to provide a probability distribution function (PDF), specified as an array of positive real numbers (histogram). A cumulative distribution function (CDF) is constructed from the PDF and inverted using a binary search for the nearest bin boundary and a linear interpolation within the bin (resulting in a constant density within each bin).
- Timed transitions are currently not supported. However, in most cases, a timed transition can be approximated by a serial network consisting of an immediate transition, a queueing place and a second immediate transition.
- Since in practice immediate queueing places are very rarely used, they have been left out from the first version of SimQPN.

5.2.2 Design and Architecture

SimQPN has an object-oriented architecture. Every element (for e.g. place, transition or token) of the simulated QPN is internally represented as object. Communication between objects is mostly implemented through method calls, with exception of some cases, where object data is accessed directly (bypassing accessor methods) to provide better performance. Although the latter is a deviation from the object-oriented paradigm, we have made this compromise because it speeds up the

\(^1\) JRE version 1.1 or higher is required.
Simulation significantly. Figure 5.1 shows the major types of objects (classes) used in SimQPN and the relationships among them. At the top level is the Simulator class, which contains the main simulation routine. The PlaceStats and QueueStats objects are used to manage statistics gathered during the simulation. The AggregateStats object is used to manage statistics gathered from multiple simulation runs.

![Object Model Diagram]

Figure 5.1: SimQPN’s object model.

Figure 5.2 outlines the main simulation routine which drives each simulation run. As already mentioned, SimQPN’s internal simulation procedure is based on the event-scheduling approach [66, 92]. To explain what is understood by event here, we need to look at the way the simulated QPN transitions from one state to another with respect to time. Since only immediate transitions are supported, the only place in the QPN where time is involved is inside the queues of queueing places. Tokens arriving at the queues wait until there is a free server available and are then served. A token’s service time distribution determines how long its service continues. After a token has been served it is moved to the depository of the queueing place, which may enable some transitions and trigger their firing. This leads to a change in the marking of the QPN. Once all enabled transitions have fired, the next change of the marking will occur after another service completion at some queue. In this sense, it is the completion of service that initiates each change of the marking. Therefore, we define event to be a completion of a token’s service at a queue.

For FCFS queues, a token’s service completion event is scheduled (added to the event list) as soon as there is a free server available to serve the token. For IS queues, a token’s service completion event is scheduled immediately upon arrival of the token at the queue. Finally, for PS queues in contrast to FCFS and IS queues,
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Figure 5.2: SimQPN’s main simulation routine.

service completion events are only scheduled after all enabled transitions have fired. This is because service rates at PS queues depend on the token population which may change when transitions fire. By deferring the scheduling of service completion events until after all enabled transitions have fired it is avoided to have to reschedule the events after each change in the token population as transitions fire. Thus, the knowledge of the behavior of the simulated QPN is exploited to save CPU time and improve the efficiency of the simulation. A scheduled service completion event at a PS queue might still need to be rescheduled, however, only in the case where before
the time has come for it to be executed, events in other queues cause new transitions
to be enabled and their firing triggers a change in the queue’s token population.
If this happens the next service completion event of the PS queue is rescheduled
according to its new token population. Elapsed service times can be safely ignored
since PS queues are assumed to have exponentially distributed service times. The
next version of SimQPN is planned to also deal with the more complicated case of
PS queues with non-exponential service time distributions.

Another way in which SimQPN exploits the knowledge of the structure and
behavior of QPNs to improve the efficiency of the simulation is by using an optimized
algorithm for keeping track of the enabling status of transitions. Generally, Petri net
simulators need to check for enabled transitions after each change in the marking
caused by a transition firing. The exact way they do this is one of the major factors
determining the efficiency of the simulation [57]. In [118], it is shown how the locality
principle of colored Petri nets can be exploited to minimize the overhead of checking
for enabled transitions. The locality principle states that an occurring transition will
only affect the marking on immediate neighbor places and hence the enabling status
of a limited set of neighbor transitions. SimQPN exploits an adaptation of this
principle to QPNs, taking into account that tokens deposited into queueing places
do not become available for output transitions immediately upon arrival and hence
cannot affect the enabling status of the latter. Since checking the enabling status of
a transition is a computationally expensive operation, our goal is to make sure that
this is done as seldom as possible, i.e. only when there is a real possibility that the
status has changed. This translates into the following two cases when the enabling
status of a transition needs to be checked:

1. After a change in the token population of an ordinary input place of the tran-
sition, as a result of firing of the same or another transition. Three subcases
are distinguished:

   (a) Some tokens were added. In this case, it is checked for newly enabled
       modes by considering all modes that are currently marked as disabled
       and that require tokens of the respective colors added.

   (b) Some tokens were removed. In this case, it is checked for newly disabled
       modes by considering all modes that are currently marked as enabled and
       that require tokens of the respective colors removed.

   (c) Some tokens were added and at the same time others were removed. In
       this case, both of the checks above are performed.

2. After a service completion event at a queueing input place of the transition.
The service completion event results in adding a token to the depository of the
queueing place. Therefore, in this case, it is only checked for newly enabled
modes by considering all modes that are currently marked as disabled and that require tokens of the respective color added.

SimQPN maintains a global list of currently enabled transitions and for each transition a list of currently enabled modes. The latter are initialized at the beginning of the simulation by checking the enabling status of all transitions. As the simulation progresses, a transition’s enabling status is checked only in the above mentioned cases. This reduces CPU costs and speeds up the simulation substantially.

5.2.3 Random Number Generation

SimQPN utilizes the Colt open source library for high performance scientific and technical computing in Java, developed at CERN [38]. In SimQPN, Colt is primarily used for random number generation and, in particular, its implementation of the Mersenne Twister random number generator is employed [104]. The latter is one of the strongest uniform pseudo-random number generators known and passes many stringent statistical tests, including the diehard test of G. Marsaglia [102] and the load test of P. Hellekalek and S. Wegenkittl [62, 95, 169]. It has an astronomically large period of $2^{19937} - 1 (= 10^{6001})$ and 623-dimensional equidistribution with up to 32-bit accuracy. By default, SimQPN uses Mersenne Twister for all of its random number streams. However, for situations where one is willing to trade off quality for performance, it offers an alternative medium quality uniform pseudo-random number generator that is a bit faster. In addition to Mersenne Twister, SimQPN also employs Colt’s random seed generator to ensure that there is no correlation between seeds used to initialize random number generators.

5.2.4 Output Data Analysis

Modes of Data Collection

SimQPN offers the ability to configure what data exactly to collect during the simulation and what statistics to provide at the end of the run. This can be specified for each place (ordinary or queueing) of the QPN. The user can choose one of four modes of data collection. The higher the mode, the more information is collected and the more statistics are provided. Since collecting data costs CPU time, the more data is collected, the slower the simulation would run. Therefore, by configuring data collection modes, the user can make sure that no time is wasted collecting unnecessary data and, in this way, speed up the simulation.

Mode 1 considers only token throughput data, i.e. for each queue, place or depository the token arrival and departure rates are estimated for each color.

Mode 2 adds token population and utilization data, i.e. for each queue, place and depository the following data is provided on a per-color basis:
Minimum/maximum number of tokens.

- Average number of tokens.
- Mean color utilization, i.e. the fraction of time that there is a token of the respective color inside the queue/place/depository.

For queues, in addition to the above, the overall queue utilization is reported (i.e. the fraction of time that there is a token of any color inside the queue).

Mode 3 adds residence time data, i.e. for each queue, place and depository the following additional data is provided on a per-color basis:

- Minimum/maximum observed token residence time.
- Mean and standard deviation of observed token residence times.
- Estimated steady state mean token residence time.
- Confidence interval (c.i.) for the steady state mean token residence time at a user-specified significance level.

Mode 4 provides all of the above and additionally dumps observed token residence times to files.

**Steady State Analysis**

SimQPN supports two basic methods for estimation of the steady state mean residence times of tokens inside the queues, places and depositories of the QPN. These are the well-known method of independent replications (in its variant referred to as replication/deletion approach) and the classical method of non-overlapping batch means (NOBM). We refer the reader to [1, 2, 8, 92, 132, 134] for an introduction to these methods. Both of them can be used to provide point and interval estimates of the steady state mean token residence time. In cases where one wants to apply a more sophisticated technique for steady state analysis (for example ASAP [149, 150, 151, 152]), SimQPN can be configured to output observed token residence times to files (mode 4), which can then be used as input to external analysis tools (for example [52]).

Both the replication/deletion approach and the method of NOBM have different variants [119, 132, 152]. Below we discuss some details on the way they were implemented in SimQPN.
Elimination of Initialization Bias  Since we are interested in estimating steady state parameters of the simulated queueing process, we need to somehow address the well-known problem of the initial transient [131, 132, 172]. Both of the above mentioned methods require that the analyzed sequence of observations is stationary, and therefore when using them, the effects of transient system behavior need to be accounted for. A number of different approaches have been proposed in the literature for dealing with this problem, including heuristic, statistical, graphical and hybrid approaches. For a survey of methods refer to [97, 132, 138]. Most methods attempt to estimate the length of the warm-up period and then discard all data collected during it to eliminate initialization bias. One of the simplest and most popular methods is the graphical method of Welch [61, 173], which has met some success [1, 97]. The latter is appealing because it is simple, practical and does not make any assumptions about the type of system modeled. For these reasons, we decided as a start to implement the method of Welch in SimQPN. We have followed the rules in [92] for choosing the number of replications, their length and the window size. SimQPN allows the user to configure the first two parameters and then automatically plots the moving averages for different window sizes. Thus, simulation experiments with SimQPN usually comprise two stages: stage 1 during which the length of the initial transient is determined, and stage 2 during which the steady state behavior of the system is simulated and analyzed. Again, if the user prefers to use another method for elimination of the initialization bias, this can be achieved by dumping collected data to files (mode 4) and feeding it into respective analysis tools.

Replication/Deletion Approach  We briefly discuss the way the replication/deletion approach is implemented in SimQPN. Suppose that we want to estimate the steady state mean residence time $\nu$ of tokens of given color at a given place, queue or depository. As discussed in [2], in the replication/deletion approach multiple replications of the simulation are made and the average residence times observed are used to derive steady state estimates. Specifically, suppose that $n$ replications of the simulation are made, each of them generating $m$ residence time observations $Y_{i1}, Y_{i2}, \ldots, Y_{im}$. We delete $l$ observations from the beginning of each set to eliminate the initialization bias. The number of observations deleted is determined through the method of Welch as discussed in the previous paragraph. Let $X_i$ be given by

$$X_i = \frac{\sum_{j=l+1}^{m} Y_{ij}}{m-l} \quad i = 1, 2, \ldots, n \quad (5.1)$$
and

\[ \overline{X}(n) = \frac{\sum_{i=1}^{n} X_i}{n} \quad (5.2) \]

\[ S^2(n) = \frac{\sum_{i=1}^{n} [X_i - \overline{X}(n)]^2}{n - 1} \quad (5.3) \]

Then the \( X_i \)'s are independent and identically distributed (IID) random variables with \( E(X_i) \approx \nu \) and \( \overline{X}(n) \) is an approximately unbiased point estimator for \( \nu \). According to the central limit theorem [22, 166], if \( m \) is large, the \( X_i \)'s are going to be approximately normally distributed and therefore the random variable \( t_n = \frac{\overline{X}(n) - \nu}{\sqrt{\frac{S^2(n)}{n}}} \)

will have \( t \) distribution with \( (n - 1) \) degrees of freedom (df) [65] and an approximate 100\((1 - \alpha)\) percent confidence interval for \( \nu \) is then given by

\[ \overline{X}(n) \pm t_{n-1,1-\alpha/2} \sqrt{\frac{S^2(n)}{n}} \quad (5.4) \]

where \( t_{n-1,1-\alpha/2} \) is the upper \((1 - \alpha/2)\) critical point for the \( t \) distribution with \((n - 1)\) df [8, 132, 166].

**Method of Non-Overlapping Batch Means** Unlike the replication/deletion approach, the method of NOBM seeks to obtain independent observations from a single simulation run rather than from multiple replications. Thus, it has the advantage that it must go through the warm-up period only once and is therefore less sensitive to bias from the initial transient. Suppose that we make a simulation run of length \( m \) and then divide the resulting observations \( Y_1, Y_2, \ldots, Y_m \) into \( n \) batches of length \( q \). Assume that \( m = n \times q \) and let \( X_i \) be the sample (or batch) mean of the \( q \) observations in the \( i \)th batch, i.e.

\[ X_i(q) = \frac{\sum_{j=(i-1)q+1}^{(i-1)q+q} Y_j}{q} \quad i = 1, 2, \ldots, n \quad (5.5) \]

The mean \( \nu \) is estimated by \( \overline{X}(n) = (\sum_{i=1}^{n} X_i(q))/n \) and it can be shown (see for example [8, 92]) that an approximate 100\((1 - \alpha)\) percent confidence interval for \( \nu \) is given by substituting \( X_i(q) \) for \( X_i \) in Equations (5.2), (5.3) and (5.4) above.

SimQPN offers two different stopping criteria for determining how long the simulation should continue. In the first one, the simulation continues until the QPN
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has been simulated for a user-specified amount of model time (\textit{fixed-sample-size procedure}). In the second one, the length of the simulation is increased sequentially from one checkpoint to the next, until enough data has been collected to provide estimates of residence times with user-specified precision (\textit{sequential procedure}). The precision is defined as an upper bound for the confidence interval half length. It can be specified either as an absolute value (absolute precision) or as a percentage relative to the mean residence time (relative precision). The sequential approach for controlling the length of the simulation is usually regarded as the only efficient way for ensuring representativeness of the samples of collected observations \cite{61, 91, 133}. Therefore, hereafter we assume that the sequential procedure is used.

The main problem with the method of NOBM is to select the batch size \(q\), such that successive batch means are approximately uncorrelated. Different approaches have been proposed in the literature to address this problem (see for example \cite{1, 43, 132}). In SimQPN, we start with a user-configurable initial batch size (by default 200) and then increase it sequentially until the correlation between successive batch means becomes negligible. Thus, the simulation goes through two stages: the first sequentially testing for an acceptable batch size and the second sequentially testing for adequate precision of the residence time estimates (see Figure 5.3). The parameters \(n\) and \(p\), specifying how often checkpoints are made, can be configured by the user.

We use the \textit{jackknife estimators} \cite{115, 132} of the autocorrelation coefficients to measure the correlation between batch means. A jackknife estimator \(\hat{J}(k, q)\) of the autocorrelation coefficient of lag \(k\) for the sequence of batch means \(X_1(q), X_2(q), \ldots, X_n(q)\) of size \(q\) is calculated as follows:

\[
\hat{J}(k, q) = 2\hat{r}(k, q) - \frac{\hat{r}'(k, q) + \hat{r}''(k, q)}{2} \tag{5.6}
\]

where \(\hat{r}(k, q)\) is the ordinary estimator of the autocorrelation coefficient of lag \(k\), calculated from the formula \cite{132}:

\[
\hat{r}(k, q) = \frac{\hat{R}(k, q)}{\hat{R}(0, q)} \tag{5.7}
\]

where

\[
\hat{R}(k, q) = \frac{1}{n - k} \sum_{i=k+1}^{n} [X_i(q) - \overline{X}(n)][X_{i-k}(q) - \overline{X}(n)] \tag{5.8}
\]

and \(\hat{r}'(k, q)\) and \(\hat{r}''(k, q)\) are calculated like \(\hat{r}(k, q)\), except that \(\hat{r}(k, q)\) is the estimator over all \(n\) batch means, whereas \(\hat{r}'(k, q)\) and \(\hat{r}''(k, q)\) are estimators over the first and the second half of the analyzed sequence of \(n\) batch means, respectively.
We use the algorithm proposed in [132] to determine when to consider the sequence of batch means as approximately uncorrelated: a given batch size is accepted to yield approximately uncorrelated batch means if all autocorrelation coefficients of lag $k$ ($k = 1, 2, \ldots, L$; where $L = 0.1 \times n$) are statistically negligible at a given significance level $\beta_k$, $0 < \beta_k < 1$. To get an acceptable overall significance level $\beta$ we assume that

$$\beta < \sum_{k=1}^{L} \beta_k \quad (5.9)$$
5.3. SIMQPN VALIDATION AND PERFORMANCE ANALYSIS

As recommended in [132], in order to get reasonable estimators of the autocorrelation coefficients, we apply the above batch means correlation test only after at least 100 batch means have been recorded (i.e. \( n \geq 100 \)). In fact, by default \( n \) is set to 200 in SimQPN. Also to ensure approximate normality of the batch means, the initial batch size (i.e. the minimal batch size) is configured to 200.

For FCFS queues, SimQPN also supports indirect estimation of the steady state token residence times according to the variance-reduction technique in [36]. The latter suggests, first estimating delay times in the waiting areas of the queues, and then adding them to the mean service times to obtain indirect estimates of the total residence times with reduced variance. SimQPN allows the user to configure for each FCFS queue whether direct or indirect estimates should be used (the default is indirect).

5.3 SimQPN Validation and Performance Analysis

In this section, we analyze several different QPN models by means of SimQPN, and then validate the results with respect to correctness and accuracy. We follow the guidelines in [5, 8, 78, 91, 92, 143, 144] and consider models of different size and complexity, in each case, examining the simulation output under a variety of settings for the input parameters. We compare the simulation results with results obtained using other methods, i.e. analytical techniques, approximation techniques or measurements on the system modeled. In some cases, we consider QPN models that may be mapped to equivalent QN models which are analytically tractable. The latter enables us to easily validate simulation results by comparing them against results obtained using analytical techniques applied to the equivalent QN models. This allows us to consider large QPN models that are not analyzable using currently available QPN analysis techniques, but whose equivalent QN models may be analyzed using conventional techniques.

In addition to validating results for reasonableness, we also study the performance of the point and interval estimators implemented in SimQPN. We conduct an exhaustive experimental analysis of the variation of point estimates and coverage of confidence intervals. Before we begin with the presentation of the results, we briefly discuss the method of coverage analysis we employ.

5.3.1 Method of Coverage Analysis Used

Let us consider multiple independent replications (runs) of a simulation experiment. Coverage of confidence interval is defined as the probability \( c \) that the confidence interval (obtained from a replication) covers the true value \( \nu \) of the respective parameter being estimated. As usual, if \( n \) replications of the experiment have been
executed, the coverage $c$ can be estimated by the proportion:

$$\hat{c} = \frac{s}{n} \quad (5.10)$$

where $s$ is the number of replications in which the reported confidence interval contains the true value. The accuracy with which $\hat{c}$ estimates $c$ is usually assessed by the following confidence interval based on the normal distribution:

$$\left( \hat{c} - z_{1-\alpha/2} \sqrt{\frac{\hat{c}(1-\hat{c})}{n}}, \hat{c} + z_{1-\alpha/2} \sqrt{\frac{\hat{c}(1-\hat{c})}{n}} \right) \quad (5.11)$$

where $z_{1-\alpha/2}$ is the $(1-\alpha/2)$ quantile of the standard normal distribution. This is based on the fact that, while the number of confidence intervals containing the true value $\nu$ has a binomial distribution with mean $nc$, $(\hat{c} - c)\sqrt{\hat{c}(1-\hat{c})}/n$ tends to the standard normal distribution as $n \to \infty$ [65, 133].

In [106, 133] it is argued that, unless certain rules are adhered to, the above point and interval estimators for coverage cannot be relied upon to produce reliable results. It is advocated to conduct coverage analysis sequentially and several rules are formulated for obtaining reliable and statistically accurate results. In [93, 94] the rules are revised and extended, proposing to use an interval estimator of coverage based on the $F$ distribution. We now briefly summarize these rules indicating how they were implemented in our coverage analysis for SimQPN:

- **Rule 1:** Coverage should be analyzed sequentially, i.e. analysis of coverage should be stopped when the absolute precision of the estimated coverage satisfies a specified level which is sufficiently small. In our case, we stopped when reaching absolute precision of +/-0.05.

- **Rule 2:** An estimate of coverage has to be calculated from a representative sample of data, so the coverage analysis can start only after a minimum number of "bad" confidence intervals have been recorded. In our case, we required at least 200 "bad" confidence intervals (as suggested in [93]) to be recorded before sequential analysis commences.

- **Rule 3:** Results from simulation runs that are clearly too short should not be taken into account. To implement this rule, after recording 200 "bad" confidence intervals, we calculated the average run length and then discarded all runs shorter by more than one standard deviation than the average run length. As justified in [106, 133], this filters out statistical "noise" and removes significant bias in the results.

- **Rule 4:** An interval estimator which is based on the $F$ distribution of coverage should be used to ensure that the sequential analysis of coverage produces
realistic estimates: A $100(1 - \alpha)$ lower limit $\hat{c}_l$ and upper limit $\hat{c}_u$ of the confidence interval for the true coverage are given by:

$$
\hat{c}_l = \hat{c} - \Delta_1 = \frac{n\hat{c}}{n\hat{c} + (n - n\hat{c} + 1)f_{1-\alpha/2}(r_1, r_2)}
$$

$$
\hat{c}_u = \hat{c} + \Delta_2 = \frac{(n\hat{c} + 1)f_{1-\alpha/2}(r_3, r_4)}{(n - n\hat{c}) + (n\hat{c} + 1)f_{1-\alpha/2}(r_3, r_4)}
$$

(5.12)

where $f_{1-\alpha/2}(r_1, r_2)$ and $f_{1-\alpha/2}(r_3, r_4)$ are the $(1 - \alpha/2)$ quantiles of the $F$ distribution with $(r_1, r_2)$ and $(r_3, r_4)$ degrees of freedom, $r_1 = 2 \times (n - n\hat{c} + 1)$, $r_2 = 2 \times n\hat{c}$, $r_3 = 2 \times (n\hat{c} + 1)$ and $r_4 = 2 \times (n - n\hat{c})$ [93].

In our analysis of coverage, we consider both the interval estimator in (5.12) based on the $F$ distribution, as well as the traditional interval estimator (5.11) based on the normal distribution.

### 5.3.2 Model of SPECjAppServer2001’s Order Entry Application

In Chapter 4 (Section 4.3), we built a QPN model of SPECjAppServer2001’s order entry application, analyzed it using analytical techniques and validated it against measurements on the real system. We now consider the same model again, but this time we analyze it through simulation using SimQPN. We then compare results obtained from the simulation with the analytical solution presented in Chapter 4. The model we consider is depicted in Figure 5.4. For a detailed description of places and tokens of the model refer to Section 4.3 of Chapter 4.

The following input parameters need to be supplied before the model can be analyzed:

- Number of requests (i.e. clients) of each request class in the initial marking.
- Service times of request classes at the queues of places WLS-CPU, DBS-CPU and DBS-I/O.
- Average client think time (service time at the queue of place Client).
- Number of WLS threads (tokens ‘t’), JDBC connections (tokens ‘c’) and Oracle server processes (tokens ‘p’) in the initial marking.

In Chapter 4, we studied 3 different scenarios (instances of the model) varying the above parameters. Here we only consider the first one, which is the one with the
highest number of tokens. The conclusions we draw apply equally well to the other two scenarios. We assume that there are 80 NewOrder clients in the system with average think time of 200ms and there are 60 WLS threads, 40 JDBC connections and 30 DBS processes available.

Tables 5.1 and 5.2 report the results from simulating the model using SimQPN. The method of batch means was used for steady state analysis and the simulation was stopped as soon as the half widths of all 90% confidence intervals for residence times dropped below 5% of the respective point estimates (relative precision stopping criterion). The length of the warm-up period (determined through the method of Welch) was $6 \times 10^6$ms (model time) and the total run duration was 9 seconds (wall clock time) on a machine with a 2 GHz CPU. The results are compared with the exact results from the analytical solution in Chapter 4, obtained using the structured SOR analysis method. For each queue and depository, the estimated steady state token population ($N$), utilization ($U$), throughput ($X$) and residence time ($R$) are reported. For residence times, in addition, 90% confidence intervals are provided. We have used subscripts ‘Q’ and ‘D’ to distinguish between queues and depositories of queueing places.

Tables 5.1 and 5.2 show the results from a single simulation run. However, as in any simulation, results vary from run to run. To measure this variation and evaluate

![Figure 5.4: QPN model of SPECjAppServer2001's order entry application.](image-url)
the confidence interval coverage, we made multiple replications of the above simulation run as described in Section 5.3.1. We stopped as soon as enough data was available in order to provide, for each confidence interval in the simulation results, a 95% confidence interval for the true coverage with absolute half-width less than 0.05. Tables 5.3 and 5.4 present the results from our analysis. We skip the results for throughput and utilization, since the analysis showed that their variation was negligible. As discussed in Section 5.3.1, we include two interval estimates of the true coverage (95% confidence intervals) - the first one based on the normal distribution and the second one based on the $F$ distribution. As expected, the confidence intervals based on the $F$ distribution are slightly wider (i.e. more conservative) than

Table 5.1: Token population ($N$) and utilization ($U$) results for the QPN model of SPECjAppServer2001’s order entry application from a single simulation run.

<table>
<thead>
<tr>
<th>PLACE</th>
<th>$N$</th>
<th>$U$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client$_Q$</td>
<td>2.857</td>
<td>2.864</td>
</tr>
<tr>
<td>Client$_D$</td>
<td>17.143</td>
<td>17.136</td>
</tr>
<tr>
<td>WLS-CPU$_Q$</td>
<td>56.676</td>
<td>56.658</td>
</tr>
<tr>
<td>DBS-CPU$_Q$</td>
<td>3.116</td>
<td>3.134</td>
</tr>
<tr>
<td>DBS-I/O$_Q$</td>
<td>0.207</td>
<td>0.208</td>
</tr>
<tr>
<td>WLS-Thread-Pool</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>DB-Conn-Pool</td>
<td>36.676</td>
<td>36.658</td>
</tr>
<tr>
<td>DBS-Process-Pool</td>
<td>26.676</td>
<td>26.658</td>
</tr>
</tbody>
</table>

Table 5.2: Throughput ($\bar{X}$) and residence time ($\bar{R}$) results for the QPN model of SPECjAppServer2001’s order entry application from a single simulation run.

<table>
<thead>
<tr>
<th>PLACE</th>
<th>$\bar{X}$ [requests/sec]</th>
<th>$\bar{R}$ [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Anal.</td>
<td>Sim.</td>
</tr>
<tr>
<td>Client$_Q$</td>
<td>14.286</td>
<td>14.309</td>
</tr>
<tr>
<td>Client$_D$</td>
<td>14.286</td>
<td>14.309</td>
</tr>
<tr>
<td>WLS-CPU$_Q$</td>
<td>14.286</td>
<td>14.309</td>
</tr>
<tr>
<td>DBS-CPU$_Q$</td>
<td>14.286</td>
<td>14.309</td>
</tr>
<tr>
<td>DBS-I/O$_Q$</td>
<td>14.286</td>
<td>14.309</td>
</tr>
</tbody>
</table>
the traditional ones based on the normal distribution. Repeating the above analysis for different variations of the model (with modified input parameters) led to similar results in terms of the precision of the point and interval estimates.

### 5.3.3 Product-form Queueing Network

The next model we consider is a QN model taken from the examples shipped with the *PEPSY-QNS* tool (Performance Evaluation and Prediction SYstem for Queueing NetworkS) [25]. The example we consider is called *e_bcmp2* and is shown in Figure 5.5. It is a closed product-form QN with two request classes. We first translate the QN into a QPN and then analyze the latter through simulation using SimQPN. We compare results obtained from the simulation with the analytical solution provided by PEPSY. Finally, as in the previous case, we analyze the variation of point estimates and the confidence interval coverage.

Table 5.3: Experimental analysis of residence time variation and coverage of 90% conf. intervals for the QPN model of SPECjAppServer2001’s order entry application from 1430 runs.

<table>
<thead>
<tr>
<th>Variation</th>
<th>Coverage Point/Interval (95% c.i.) Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>ClientQ</td>
<td>199.99</td>
</tr>
<tr>
<td>ClientD</td>
<td>1199.98</td>
</tr>
<tr>
<td>WLS-CPUQ</td>
<td>3967.14</td>
</tr>
<tr>
<td>DBS-CPUQ</td>
<td>218.08</td>
</tr>
<tr>
<td>DBS-I/OQ</td>
<td>14.48</td>
</tr>
</tbody>
</table>

Table 5.4: Experimental analysis of residence time variation and coverage of 95% conf. intervals for the QPN model of SPECjAppServer2001’s order entry application from 3820 runs.

<table>
<thead>
<tr>
<th>Variation</th>
<th>Coverage Point/Interval (95% c.i.) Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>ClientQ</td>
<td>199.99</td>
</tr>
<tr>
<td>ClientD</td>
<td>1200.04</td>
</tr>
<tr>
<td>WLS-CPUQ</td>
<td>3967.53</td>
</tr>
<tr>
<td>DBS-CPUQ</td>
<td>218.05</td>
</tr>
<tr>
<td>DBS-I/OQ</td>
<td>14.48</td>
</tr>
</tbody>
</table>
The mean service times of requests at the various queues of the model are given in Table 5.5 (all times are in milliseconds). Service times are exponentially distributed. There are 10 requests of class 1 and 12 of class 2. Mapping the QN to an equivalent QPN is straightforward and the resulting QPN is shown in Figure 5.6. Basically, every queue is mapped to a queueing place and request classes are mapped to token colors. Connected queues in the QN have their respective queueing places connected through transitions in the QPN.

Tables 5.6 and 5.7 show the results from simulating the product-form QN (more precisely its equivalent QPN) using SimQPN. Again, the method of batch means was used for steady state analysis and the simulation was stopped as soon as the half widths of all 90% confidence intervals for residence times dropped below 5% of the respective point estimates (relative precision stopping criterion). The length of the warm-up period (determined through the method of Welch) was $16 \times 10^6$ ms (model time) and the total run duration was 65 seconds (wall clock time) on a

Table 5.5: Mean service times of requests at the queues of the product-form QN.

<table>
<thead>
<tr>
<th>Request Class</th>
<th>CPU</th>
<th>Disk 1</th>
<th>Disk 2</th>
<th>Disk 3</th>
<th>Terminals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>200</td>
<td>1000</td>
<td>500</td>
<td>20000</td>
<td>10000</td>
</tr>
<tr>
<td>Class 2</td>
<td>250</td>
<td>1000</td>
<td>500</td>
<td>20000</td>
<td>10000</td>
</tr>
</tbody>
</table>
Figure 5.6: QPN equivalent to the product-form QN.

machine with a 2 GHz CPU. The results are compared with the exact results from the analytical solution provided by PEPSY. For each queue, the estimated steady state population ($N$), throughput ($X$) and residence time ($R$) are reported. For residence times, in addition, 90% confidence intervals are provided.

As in the previous case, to evaluate the variation of point estimates and the

Table 5.6: Queue population ($N$), throughput ($X$) and residence time ($R$) results for the product-form QN from a single simulation run.

<table>
<thead>
<tr>
<th>PLACE</th>
<th>$N$</th>
<th>$X$ [requests/sec]</th>
<th>$R$ [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Anal.</td>
<td>Sim.</td>
<td>Anal.</td>
</tr>
<tr>
<td>CPU</td>
<td>0.592</td>
<td>0.594</td>
<td>1.241</td>
</tr>
<tr>
<td>Disk 1</td>
<td>0.510</td>
<td>0.511</td>
<td>0.248</td>
</tr>
<tr>
<td>Disk 2</td>
<td>0.159</td>
<td>0.160</td>
<td>0.310</td>
</tr>
<tr>
<td>Disk 3</td>
<td>2.535</td>
<td>2.535</td>
<td>0.062</td>
</tr>
<tr>
<td>Terminals</td>
<td>6.204</td>
<td>6.200</td>
<td>0.620</td>
</tr>
<tr>
<td>Request Class 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>0.864</td>
<td>0.866</td>
<td>1.468</td>
</tr>
<tr>
<td>Disk 1</td>
<td>0.604</td>
<td>0.603</td>
<td>0.294</td>
</tr>
<tr>
<td>Disk 2</td>
<td>0.188</td>
<td>0.189</td>
<td>0.367</td>
</tr>
<tr>
<td>Disk 3</td>
<td>3.005</td>
<td>3.013</td>
<td>0.073</td>
</tr>
<tr>
<td>Terminals</td>
<td>7.339</td>
<td>7.330</td>
<td>0.734</td>
</tr>
</tbody>
</table>
confidence interval coverage, we made multiple replications of the above simulation run and applied the coverage analysis method in Section 5.3.1. The stopping criterion was the same as for the previous model. Tables 5.8 and 5.9 present the results from our analysis. Repeating the evaluation for different variations of the model led to similar results with no degradation in the precision of the point and interval estimates. In Table 5.10, we present the results for one such variation, in which the service times of requests at the "Terminals" queue (i.e. the client think times) were reduced from 10000ms to 5000ms, leading to overloading Disk 3. As expected, most affected by this change were the residence times at Disk 3, which increased by over

Table 5.7: Utilization ($U$) results for the product-form QN from a single simulation run.

<table>
<thead>
<tr>
<th>PLACE</th>
<th>$U$</th>
<th>Anal.</th>
<th>Sim.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>0.615</td>
<td>0.616</td>
<td></td>
</tr>
<tr>
<td>Disk 1</td>
<td>0.542</td>
<td>0.541</td>
<td></td>
</tr>
<tr>
<td>Disk 2</td>
<td>0.169</td>
<td>0.170</td>
<td></td>
</tr>
<tr>
<td>Disk 3</td>
<td>0.903</td>
<td>0.904</td>
<td></td>
</tr>
<tr>
<td>Terminals</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.8: Experimental analysis of residence time variation and coverage of 90% conf. intervals for the product-form QN from 2398 runs.

<table>
<thead>
<tr>
<th>Variation</th>
<th>Coverage Point/Interval (95% c.i.) Estimates</th>
<th>Place</th>
<th>Mean</th>
<th>St.Dev.</th>
<th>Pt.Est.</th>
<th>Int.Est.(N-dist.)</th>
<th>Int.Est.(F-dist.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Request Class 1</td>
<td></td>
<td>CPU</td>
<td>476.7</td>
<td>1.1</td>
<td>0.888</td>
<td>0.888 +/- 0.012</td>
<td>[0.875, 0.901]</td>
</tr>
<tr>
<td>Request Class 1</td>
<td></td>
<td>Dish 1</td>
<td>2054.4</td>
<td>6.4</td>
<td>0.902</td>
<td>0.902 +/- 0.012</td>
<td>[0.890, 0.914]</td>
</tr>
<tr>
<td>Request Class 1</td>
<td></td>
<td>Dish 2</td>
<td>513.6</td>
<td>0.2</td>
<td>0.903</td>
<td>0.903 +/- 0.012</td>
<td>[0.890, 0.914]</td>
</tr>
<tr>
<td>Request Class 1</td>
<td></td>
<td>Disk 3</td>
<td>40854.1</td>
<td>226.9</td>
<td>0.911</td>
<td>0.911 +/- 0.012</td>
<td>[0.898, 0.923]</td>
</tr>
<tr>
<td>Request Class 1</td>
<td></td>
<td>Terminals</td>
<td>9999.6</td>
<td>10.1</td>
<td>0.904</td>
<td>0.904 +/- 0.012</td>
<td>[0.891, 0.915]</td>
</tr>
<tr>
<td>Request Class 2</td>
<td></td>
<td>CPU</td>
<td>588.8</td>
<td>1.3</td>
<td>0.887</td>
<td>0.887 +/- 0.013</td>
<td>[0.873, 0.899]</td>
</tr>
<tr>
<td>Request Class 2</td>
<td></td>
<td>Dish 1</td>
<td>2056.4</td>
<td>6.3</td>
<td>0.909</td>
<td>0.909 +/- 0.011</td>
<td>[0.897, 0.920]</td>
</tr>
<tr>
<td>Request Class 2</td>
<td></td>
<td>Dish 2</td>
<td>513.6</td>
<td>0.2</td>
<td>0.894</td>
<td>0.894 +/- 0.012</td>
<td>[0.881, 0.906]</td>
</tr>
<tr>
<td>Request Class 2</td>
<td></td>
<td>Disk 3</td>
<td>40937.1</td>
<td>226.1</td>
<td>0.907</td>
<td>0.907 +/- 0.012</td>
<td>[0.894, 0.919]</td>
</tr>
<tr>
<td>Request Class 2</td>
<td></td>
<td>Terminals</td>
<td>10000.3</td>
<td>9.4</td>
<td>0.896</td>
<td>0.896 +/- 0.012</td>
<td>[0.883, 0.908]</td>
</tr>
</tbody>
</table>
177%. This is because, at this load, Disk 3 is completely saturated (its utilization is over 99%), leading to long waiting times in the queue. Residence times at the other queues were not as much affected by the change, since requests have much lower service demands for them (see Table 5.5) and in spite of the heavier load, they were

Table 5.9: Experimental analysis of residence time variation and coverage of 95% conf. intervals for the product-formQN from 4665 runs.

<table>
<thead>
<tr>
<th>PLACE</th>
<th>Variation</th>
<th>Coverage Point/Interval (95% c.i.) Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Request Class 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>476.7</td>
<td>1.2</td>
</tr>
<tr>
<td>Disk 1</td>
<td>2054.6</td>
<td>6.9</td>
</tr>
<tr>
<td>Disk 2</td>
<td>513.6</td>
<td>0.2</td>
</tr>
<tr>
<td>Disk 3</td>
<td>40857.8</td>
<td>240.6</td>
</tr>
<tr>
<td>Terminals</td>
<td>10000.1</td>
<td>10.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PLACE</th>
<th>Variation</th>
<th>Coverage Point/Interval (95% c.i.) Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Request Class 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>588.7</td>
<td>1.4</td>
</tr>
<tr>
<td>Disk 1</td>
<td>2056.5</td>
<td>6.7</td>
</tr>
<tr>
<td>Disk 2</td>
<td>513.6</td>
<td>0.2</td>
</tr>
<tr>
<td>Disk 3</td>
<td>40942.9</td>
<td>238.6</td>
</tr>
<tr>
<td>Terminals</td>
<td>10000.1</td>
<td>9.6</td>
</tr>
</tbody>
</table>

Table 5.10: Experimental analysis of residence time variation and coverage of 95% conf. intervals for the product-formQN under heavy load from 4300 runs.

<table>
<thead>
<tr>
<th>PLACE</th>
<th>Variation</th>
<th>Coverage Point/Interval (95% c.i.) Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Request Class 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>591.1</td>
<td>3.2</td>
</tr>
<tr>
<td>Disk 1</td>
<td>2403.1</td>
<td>13.2</td>
</tr>
<tr>
<td>Disk 2</td>
<td>517.5</td>
<td>0.2</td>
</tr>
<tr>
<td>Disk 3</td>
<td>72561.5</td>
<td>401.1</td>
</tr>
<tr>
<td>Terminals</td>
<td>5000.1</td>
<td>5.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PLACE</th>
<th>Variation</th>
<th>Coverage Point/Interval (95% c.i.) Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Request Class 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>726.0</td>
<td>3.9</td>
</tr>
<tr>
<td>Disk 1</td>
<td>2405.5</td>
<td>13.1</td>
</tr>
<tr>
<td>Disk 2</td>
<td>517.6</td>
<td>0.2</td>
</tr>
<tr>
<td>Disk 3</td>
<td>72857.6</td>
<td>398.7</td>
</tr>
<tr>
<td>Terminals</td>
<td>4999.9</td>
<td>4.8</td>
</tr>
</tbody>
</table>
still under 70% utilized (the CPU was about 67% utilized, Disk 1 about 60% and Disk 2 still less than 20%). In all cases, the estimated coverage of 90% and 95% confidence intervals did not drop below 88% and 93%, respectively.

5.3.4 Model of SPECjAppServer2002

In Chapter 4 (Section 4.2), we built a QN model of SPECjAppServer2002 that spanned the whole benchmark application. This was a non-product-form model and we were only able to analyze it using analytical approximation methods (more specifically, we used the *multisum method* [23, 25]). However, when increasing the number of customers interacting with the system, even approximation methods started to fail. We now consider the same model again, but this time we analyze it through simulation using SimQPN. We compare results obtained from the simulation with the approximate results presented in Chapter 4. We also consider the cases where approximation methods were failing, and in these cases, we compare the simulation results with measurements on the real system modeled. The QN model from Chapter 4 is depicted in Figure 5.7. It is a closed model with five request classes: NewOrder (NO), ChangeOrder (CO), OrderStatus (OS), CustStatus (CS) and WorkOrder (WO). For detailed information on the model queues and requests refer to Section 4.2 of Chapter 4.

![Figure 5.7: QN model of SPECjAppServer2002.](image)

The following input parameters need to be supplied before the model can be analyzed:
- Number of WebLogic servers $N$.
- Number of order entry clients (NewOrder, ChangeOrder, OrderStatus and CustStatus).
- Average think time of order entry clients - *Customer Think Time*.
- Number of planned production lines generating WorkOrder requests.
- Average time production lines wait after processing a work order before starting a new one - *Manufacturing (Mfg) Think Time*.

Each set of values for these parameters generates a different instance of the model. In Chapter 4, we considered three scenarios (see Table 5.11) representing low, moderate and heavy load, respectively. The number of WebLogic servers was ranging from 1 to 9. Here we only consider the moderate and heavy load scenarios, since they are the largest and most problematic ones as far as analysis is concerned. Again, we translate the QN into an equivalent QPN by mapping queues to queueing places and connecting them through transitions. The resulting QPN is shown in Figure 5.8. Note that, compared to the QPN in Chapter 4 (Section 4.3), this is a huge QPN (considering token population and colors) and even for the simplest scenario (low load) trying to analyze it by means of conventional techniques results in explosion of the underlying state space.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Low</th>
<th>Moderate</th>
<th>Heavy</th>
</tr>
</thead>
<tbody>
<tr>
<td>NewOrder Clients</td>
<td>30</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>ChangeOrder Clients</td>
<td>10</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>OrderStatus Clients</td>
<td>50</td>
<td>100</td>
<td>150</td>
</tr>
<tr>
<td>CustStatus Clients</td>
<td>40</td>
<td>70</td>
<td>50</td>
</tr>
<tr>
<td>Planned Lines</td>
<td>50</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>Customer Think Time</td>
<td>2 sec</td>
<td>2 sec</td>
<td>3 sec</td>
</tr>
<tr>
<td>Mfg Think Time</td>
<td>3 sec</td>
<td>3 sec</td>
<td>5 sec</td>
</tr>
</tbody>
</table>

Tables 5.12 and 5.13 summarize the results from 500 simulation runs of the moderate load scenario with 6 WebLogic servers. Each run took approximately 5 minutes on a machine with a 2 GHz CPU. For every request class, the mean and standard deviation of observed throughputs (in requests/sec) and residence times at queues $A_i$, $B_j$ and $D$ (in milliseconds) are reported. The simulation results are
compared against the approximate results presented in Chapter 4. The latter were obtained using the multisum analytical approximation method supported by the PEPSY tool. As we can see, results from the simulation are consistent with the approximate results and have very low variation. Since the exact values of the

Table 5.12: Residence time ($R$), throughput ($X$) and utilization ($U$) results for scenario 2 with 6 WebLogic servers from 500 simulation runs - Part 1.

<table>
<thead>
<tr>
<th>Metric</th>
<th>$A_i$ (WLS-CPU)</th>
<th>$B_j$ (DBS-CPU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{NO}$</td>
<td>17</td>
<td>16.8</td>
</tr>
<tr>
<td>$R_{CO}$</td>
<td>18</td>
<td>17.7</td>
</tr>
<tr>
<td>$R_{OS}$</td>
<td>3</td>
<td>3.4</td>
</tr>
<tr>
<td>$R_{CS}$</td>
<td>3</td>
<td>3.3</td>
</tr>
<tr>
<td>$R_{WO}$</td>
<td>31</td>
<td>31.4</td>
</tr>
<tr>
<td>$X_{NO}$</td>
<td>4.05</td>
<td>4.06</td>
</tr>
<tr>
<td>$X_{CO}$</td>
<td>3.24</td>
<td>3.24</td>
</tr>
<tr>
<td>$X_{OS}$</td>
<td>8.28</td>
<td>8.28</td>
</tr>
<tr>
<td>$X_{CS}$</td>
<td>5.80</td>
<td>5.80</td>
</tr>
<tr>
<td>$X_{WO}$</td>
<td>4.00</td>
<td>4.01</td>
</tr>
<tr>
<td>$U$</td>
<td>0.23</td>
<td>0.23</td>
</tr>
</tbody>
</table>
estimated parameters are not known (exact analytical solution of the model is not available), coverage analysis for confidence intervals does not make sense in this case.

Table 5.13: Residence time ($R$), throughput ($X$) and utilization ($U$) results for scenario 2 with 6 WebLogic servers from 500 simulation runs - Part 2.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{NO}$</td>
<td>1</td>
<td>1.3</td>
<td>$\leq 0.01$</td>
</tr>
<tr>
<td>$R_{CO}$</td>
<td>1</td>
<td>1.4</td>
<td>$\leq 0.01$</td>
</tr>
<tr>
<td>$R_{OS}$</td>
<td>1</td>
<td>0.8</td>
<td>$\leq 0.01$</td>
</tr>
<tr>
<td>$R_{CS}$</td>
<td>0</td>
<td>0.4</td>
<td>$\leq 0.01$</td>
</tr>
<tr>
<td>$R_{WO}$</td>
<td>2</td>
<td>1.9</td>
<td>$\leq 0.01$</td>
</tr>
<tr>
<td>$X_{NO}$</td>
<td>24.29</td>
<td>24.31</td>
<td>$\leq 0.01$</td>
</tr>
<tr>
<td>$X_{CO}$</td>
<td>19.43</td>
<td>19.45</td>
<td>$\leq 0.01$</td>
</tr>
<tr>
<td>$X_{OS}$</td>
<td>49.67</td>
<td>49.66</td>
<td>$\leq 0.01$</td>
</tr>
<tr>
<td>$X_{CS}$</td>
<td>34.80</td>
<td>34.80</td>
<td>$\leq 0.01$</td>
</tr>
<tr>
<td>$X_{WO}$</td>
<td>24.02</td>
<td>24.05</td>
<td>$\leq 0.01$</td>
</tr>
<tr>
<td>$U$</td>
<td>0.13</td>
<td>0.13</td>
<td>$\leq 0.01$</td>
</tr>
</tbody>
</table>

Table 5.14: Response time ($R$), throughput ($X$) and utilization ($U$) results for scenario 3 with 6 and 9 WebLogic servers from 500 simulation runs.

<table>
<thead>
<tr>
<th>METRIC</th>
<th>6 App. Servers</th>
<th>9 App. Servers</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{CO}$</td>
<td>-</td>
<td>98</td>
</tr>
<tr>
<td>$R_{OS}$</td>
<td>-</td>
<td>97</td>
</tr>
<tr>
<td>$R_{CS}$</td>
<td>-</td>
<td>23</td>
</tr>
<tr>
<td>$R_{WO}$</td>
<td>-</td>
<td>286</td>
</tr>
<tr>
<td>$X_{NO}$</td>
<td>32.22</td>
<td>32.28</td>
</tr>
<tr>
<td>$X_{CO}$</td>
<td>16.11</td>
<td>16.15</td>
</tr>
<tr>
<td>$X_{OS}$</td>
<td>49.60</td>
<td>49.62</td>
</tr>
<tr>
<td>$X_{CS}$</td>
<td>16.55</td>
<td>16.56</td>
</tr>
<tr>
<td>$X_{WO}$</td>
<td>31.72</td>
<td>31.82</td>
</tr>
<tr>
<td>$U_{WLS-CPU}$</td>
<td>26.5%</td>
<td>26.4%</td>
</tr>
<tr>
<td>$U_{DBS-CPU}$</td>
<td>86.1%</td>
<td>87.7%</td>
</tr>
</tbody>
</table>
We now repeat the same analysis for the heavy load scenario with 6 and 9 WebLogic servers. The average run duration was 12 minutes. Results are summarized in Table 5.14. For each request class, we consider its total response time and throughput. Note that by response time we mean the total amount of time needed for processing a request, i.e. the sum of its residence times at queues $A_i$ (WLS-CPU), $B_j$ (DBS-CPU) and $D$ (DBS-Disk). Unfortunately, available approximation methods fail to provide reliable response time estimates for models of this size. Therefore, this time the analytical results only include throughput and utilization. To validate response time results, we compare them against measurements taken on the real system that the model represents. Note that the expected deviation here is higher, since the model is only an approximation of the system, and as discussed in Chapter 4, it has some inherent limitations. Nevertheless, we see that results obtained from the simulation are close to the actual values measured on the system modeled. Repeating the analysis for the other configurations considered in Chapter 4 led to results of similar accuracy.

5.4 Concluding Remarks

This chapter showed how the problem of analyzing large QPN models can be approached by exploiting discrete event simulation for model analysis. We presented SimQPN - our simulation tool for QPNs, and discussed its features, design and architecture. In parallel to this, we presented our methodology for simulating QPN models based on which SimQPN was developed. The methods for output data analysis used in SimQPN were presented and the specifics of their implementation were discussed. It was shown how SimQPN exploits the knowledge of the structure and behavior of QPNs to improve the efficiency of the simulation.

We validated our approach by applying it to study several different QPN models. In each case, we validated the simulation results by comparing them with results obtained using other methods, i.e. analytical methods, approximation methods or measurements on the system modeled. Models of different size and complexity ranging from simple models to large and complex models of realistic systems were considered. Each model was analyzed for different variations of its input parameters. The variability of output data provided by SimQPN and the coverage of confidence intervals reported were subjected to a rigorous experimental analysis. Results showed that data reported by SimQPN is pretty accurate and stable. Even for residence time, the metric with highest variation, the standard deviation of point estimates did not exceed 2.5% of the mean value. In all cases, the estimated coverage of confidence intervals was less than 2% below the nominal value (higher than 88% for 90% confidence intervals and higher than 93% for 95% confidence intervals). In addition to this, SimQPN proved to be pretty fast in terms of measured CPU running times. A simulation run for the simple models in Sections 5.3.2 and 5.3.3
on a 2GHz CPU took less than one minute on average. Even for the much larger models in Section 5.3.4, CPU running times did not exceed 12 minutes.

SimQPN provides a portable simulation engine for QPNs. Being specialized for QPNs, it is extremely light-weight and fast. It can be used to analyze QPN models of realistic size and complexity, making it possible to exploit the modeling power and expressiveness of the QPN paradigm to its full potential as a performance prediction tool. In the next chapter, we develop a practical performance modeling methodology for DCS based on QPN models. The methodology helps to construct models of DCS that accurately reflect their performance and scalability characteristics and can be exploited for performance prediction in the software engineering process.
Chapter 6

Performance Modeling Methodology

There is no other way to handle the complexity than by breaking it up into manageable pieces.
– Bruce Schneier

Make everything as simple as possible, but not simpler!
– Albert Einstein

6.1 Introduction

Performance models are a very powerful tool for performance analysis of DCS and are used increasingly during system development to predict the expected performance of the system under load. However, as shown in Chapter 4, building models that accurately capture the different aspects of system behavior is a very challenging task when applied to realistic systems. In this chapter, we present a practical performance modeling methodology for DCS which helps to construct models that accurately reflect the performance and scalability characteristics of the latter. Our methodology builds on the methodologies proposed by Menascé, Almeida and Dowdy in [108, 109, 110, 111, 112], however, a major difference is that our methodology is based on Queueing Petri Net (QPN) models as opposed to conventional Queueing Network (QN) models and it is specialized for DCS. QPN models are more sophisticated than QN models and enjoy greater modeling power and expressiveness. Taking advantage of this, our methodology provides the following important benefits:

1. As shown in the previous chapters, QPN models allow the integration of hard-
ware and software aspects of system behavior and lend themselves very well to modeling DCS.

2. In addition to hardware contention and scheduling strategies, using QPNs one can easily model software contention, simultaneous resource possession, synchronization, blocking and asynchronous processing. These aspects of system behavior, which are typical for modern DCS, are difficult to model accurately using conventional QN models.

3. By restricting ourselves to QPN models, we can exploit the knowledge of their structure and behavior for fast and efficient simulation using SimQPN. As shown in Chapter 5, this enables us to analyze models of large and complex DCS and ensures that our approach scales to realistic systems.

4. QPNs can be used to combine qualitative and quantitative system analysis. A number of efficient techniques from Petri net theory can be exploited to verify some important qualitative properties of QPNs. The latter not only help to gain insight into the behavior of the system, but are also essential preconditions for a successful quantitative analysis [11].

After discussing our modeling methodology in general, we present a case study in which the latter is used to model a realistic system and analyze its performance and scalability. The system modeled is a deployment of the industry-standard SPECjAppServer2004 benchmark, presented in Chapter 2. A detailed model of the system and its workload is built in a step-by-step fashion. The model is validated and used to predict the system performance for several deployment configurations and workload scenarios of interest. In each case, the model is analyzed by means of simulation using SimQPN - our simulation tool presented in the previous chapter. In order to validate the approach, the model predictions are compared against measurements on the real system. In addition to CPU and I/O contention, it is demonstrated how some more complex aspects of system behavior, such as thread contention and asynchronous processing, can be modeled.

This chapter is organized as follows: Section 6.2 provides an overview of the performance modeling methodology and discusses each of its seven steps in detail. Following this, Section 6.3 presents our case study of SPECjAppServer2004 showing how each step of the modeling process is applied in practice. Finally, some concluding remarks are given in Section 6.4.

6.2 Methodology Overview

The methodology we propose includes the following steps:

1. Establish performance modeling objectives.
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2. Characterize the system in its current state.
3. Characterize the workload.
4. Develop a performance model.
5. Validate, refine and/or calibrate the model.
6. Use model to predict system performance.
7. Analyze results and address modeling objectives.

It is important to note that the modeling process is iterative in nature and the above steps might have to be repeated multiple times as the system and workload evolve. Each of the steps is now discussed in detail.

6.2.1 Step 1: Establish performance modeling objectives.

The first step is to set some concrete goals for the performance modeling effort. The latter should be stated in a simple and precise manner. Modeling objectives can be classified in the following categories some of which partially overlap:

- **Performance Prediction**: Predict the performance of the system for a given workload and configuration scenario.
- **Performance Verification**: Verify that the system would be able to meet established Service Level Agreements.
- **Capacity Analysis**: Determine the maximum load that the system would be able to handle in its current state.
- **Scalability Analysis**: Study the performance of the system as the load increases and more hardware is added.
- **Bottleneck Analysis**: Find which system components are most utilized and investigate if they are potential bottlenecks.
- **Performance Tuning**: Study the effect of a particular deployment setting or tuning parameter on the system performance and find its optimal value.
- **Performance Optimization**: Find the components with the largest effect on performance and study the performance gains from optimizing them.
- **Cost/Performance Analysis**: Compare different system architectures and configuration alternatives in terms of their cost/performance ratios.
- **Sizing and Capacity Planning**: Determine the amount of hardware that would be needed to guarantee certain performance levels.
6.2.2 Step 2: Characterize the system in its current state.

In this step, the system is described in detail in terms of its hardware and software architecture. The product of this step is a specification that includes the following information:

- System architecture/topology (system tiers, communication links, etc).
- Types of servers used (e.g. Web servers, application servers, database servers).
- Type of hardware used (e.g. server machines, disk subsystems, load balancers, backup systems).
- Type of software used (e.g. operating systems, middleware, transaction monitors, DBMS, application software).
- Communication equipment and network protocols used (e.g. routers, firewalls, switches).

The goal here is to obtain an in-depth understanding of the system architecture and its components. The latter is essential for building representative models.

6.2.3 Step 3: Characterize the workload.

In this step, the workload of the system under study is described in a qualitative and quantitative manner. This is called workload characterization [35] and includes five major steps:

1. Identify the basic components of the workload.
2. Partition basic components into workload classes (workload partitioning).
3. Identify the system components and resources (hardware and software) used by each workload class.
4. Describe the inter-component interactions and processing steps for each workload class.
5. Characterize workload classes in terms of their service demands and workload intensity.

The steps above are now discussed in detail.
Identify the Basic Components of the Workload

*Basic component* refers to a generic unit of work that arrives at the system from an external source [108]. Some examples include HTTP requests, remote procedure calls, Web service invocations, database transactions, interactive commands, batch jobs, etc. Basic components could also be composed of multiple processing tasks, for e.g. client sessions comprising multiple requests to the system, open and closed nested transactions, etc. The choice of basic components and the decision how granular they are defined depend on the nature of the services provided by the system and on the modeling objectives. Since, in almost all cases, basic components can be considered as some kind of requests or transactions processed by the system, we will often refer to them as *requests* or *transactions*\(^1\). Similarly, basic components comprising multiple processing tasks will be referred to as *composite transactions* and their individual processing tasks will be called *subtransactions*.

Partition Basic Components into Workload Classes

The basic components of real workloads are typically heterogeneous in nature. In order to improve the representativeness of the workload model and increase its predictive power, the basic components must be partitioned into classes (called *workload classes*) that have similar characteristics. The partitioning can be done based on different criteria, depending on the type of system modeled and the goals of the modeling effort. Some typical criteria are quickly described [108, 116]:

- **Applications**: Classes are derived based on applications involved, e.g. online ordering, inventory management, supply-chain management.
- **Functional**: Classes are derived based on the functions being served, for e.g. place new order, change existing order, browse product catalogue.
- **Objects handled**: Classes are derived based on the type of objects handled by the applications, for e.g. a Web server workload can be partitioned by the type of documents accessed: HTML, Image, Sound, Video, etc.
- **Resource consumption**: Classes are derived based on resource consumption, for e.g. download requests may be divided into three classes based on the size of the file requested: small ($\leq 500$K), medium ($500$K-$5$MB) and large ($\geq 5$MB).
- **Workload intensity**: Classes are derived based on the number of concurrent units of work (i.e. requests or transactions) that contend for system resources. Workload intensity will be discussed in detail later in the last step of the workload characterization process.

\(^1\)The term *transaction* here is used loosely to refer to any unit of work or processing task executed in the system.
- Processing mode: Classes are derived based on the mode of processing: synchronous or asynchronous.

- Geographical: Classes are derived based on geographical orientation, for e.g. HTTP requests may be broken down into classes based on where they originate from: USA, Europe, Asia, etc.

Multiple of the above criteria might be used to partition basic components into workload classes. To improve model representativeness, it is recommended that already at this stage the workload be partitioned in such a way that each workload class is as homogeneous as possible in terms of the load it places on the system and its resources. Note that a workload class might later have to be split into several workload classes if it turns out to exhibit large variability in terms of measured resource usage. This will be revisited when the last step of the workload characterization process is discussed. Workload classes are sometimes also referred to as request classes or transaction classes.

**Identify the System Components and Resources Used by Each Workload Class**

In this step, for each workload class the system components and resources used (hardware and software) are identified. For example, an online request to place an order might require using a Web server, application server and backend database server. For each of these servers, the concrete hardware and software resources used must be specified. Hardware resources could be CPUs, disk drives, network links, etc. Software resources could be transaction monitors, database management systems, message-oriented middleware, application software, etc. However, software resources could also be operating system processes, threads, semaphores, database connections, locks, latches, etc. Again, the level of detail here is determined by the system type and modeling objectives. It is distinguished between active and passive resources [111]. An active resource is a resource that delivers a certain service to transactions at a finite speed. In contrast, a passive resource is needed for the execution of a transaction, but is not characterized by a speed of service delivery. Once a transaction acquires the required number of instances of a passive resource, its execution progresses at a rate that is independent of any characteristic of the resource. Active resources are normally hardware devices, for e.g. CPUs or disk drives, while passive resources are usually software resources (for e.g. processes, threads, database connections or locks), but could also be hardware resources, a common example being main memory.
Describe the Inter-Component Interactions and Processing Steps for Each Workload Class

The aim of this step is to describe the processing steps, the inter-component interactions and flow of control for each workload class. Also for each processing step, the hardware and software resources used must be specified. Different notations may be exploited for this purpose, for example Client/Server Interaction Diagrams (CSID) [110], Communication-Processing Delay Diagrams [108], Execution Graphs [146], as well as conventional UML Sequence and Activity Diagrams [26].

Figure 6.1 shows an example of a CSID describing the inter-component interactions and flow of control for a customer registration transaction. The diagram is made up of nodes (squares and circles) and directed arcs connecting the nodes. Nodes represent clients and servers visited during the execution of the transaction. Every node is identified by a unique number indicated by a label next to the node. Square nodes represent clients, while circle nodes represent servers used during processing. All transactions start at node 1 (called the start node) and end in another square node (called the end node). Directed arcs show the flow of control from one node to the next during execution. The diagram also shows which communication networks are used for inter-component communication and the average sizes (depending on whether such information is available) of the messages exchanged between the components. The latter are shown in the square brackets over the arrows.

Characterize Workload Classes in Terms of Their Service Demands and Workload Intensity

In this step, the load placed by the workload classes on the system must be quantified. Two sets of parameters need to be specified for each workload class:

- Service demand parameters.
- Workload intensity parameters.

*Service demand parameters* specify the total amount of service time required by each workload class at each resource. For example, the CPU time of order-entry transactions at the application server, their CPU and I/O time at the database server, etc. Note that service demands refer only to times spent receiving service at the resources, i.e. they do not include waiting times. Depending on the level of detail at which the system is modeled, service demands may also be considered for the individual processing steps (subtransactions) of workload classes. For example, the CPU time at the application server for sending a notification to the customer at the end of an order-entry transaction, confirming that the order has been received.
Workload intensity parameters provide for each workload class a measure of the number of units of work, i.e. requests or transactions, that contend for system resources. For example, the number of order-entry transactions executed per unit of time, the average number of batch jobs processed concurrently, etc. Depending on the way workload intensity is specified, workload classes may be classified as open or closed:

- **Open class**: Workload intensity is specified by an arrival rate ($\lambda$), i.e. average number of requests that arrive per unit of time. The arrival rate is usually independent of the system state.

- **Closed class**: Workload intensity is specified by the average number of requests ($N$) served concurrently in the system. Alternatively, workload intensity can be specified by the number of active clients/terminals ($M$) that send requests to the system and their average think time ($Z$).
The decision whether a given class is modeled as open or closed (i.e. how its workload intensity is specified) is influenced by several factors, including the nature of the real workload, the amount of information about it available (e.g. measurement data) and the data required as output from the model.

We now discuss some general techniques for obtaining service demand parameters. Most techniques involve running the system or components thereof and taking measurements. In case the system is not available for testing (for e.g. in the early stages of system development), techniques exist for estimating the service demand parameters [113]. In the following discussions, it is assumed that the system is available at least in a prototypical form, so that service demands can be obtained through measurements. The measurement process usually involves three major steps [108, 112, 141]:

1. **Select Variables to Measure**: First, the performance variables to be measured are selected. In most cases, it is not possible to measure service demands directly. Instead, some other parameters are measured from which service demands can be derived. The most typical case is to derive service demands from resource utilization and transaction throughput data. In certain cases, it might be possible to obtain service demands directly using specialized measurement tools.

2. **Collect Measurement Data**: The next step is to gather measurement data for the selected variables to be measured. This is usually done by means of performance monitoring and measurement tools, for example accounting systems, program analyzers, log generators or hardware monitors. Depending on the variables to be measured, several measurement tools may be required at different layers of the system environment, for example operating system, middleware, virtual machine or the application software layer. In some cases, the system might need to be instrumented manually to include performance measurement code.

3. **Analyze and Transform Measurement Data**: In this last step, the measurement data gathered is analyzed and transformed into meaningful information from which service demand parameters can be derived. Measurement tools often gather huge amounts of raw data, corresponding to a detailed log of the system activities during the observation period. This data has to be summarized and represented in a more compact form before it can be used. Two techniques often exploited in this context are **averaging** and **clustering**. If a workload class proves to exhibit large variability in terms of service demands, it is partitioned into several workload classes with more homogeneous populations.

To illustrate the above steps, imagine that we want to estimate the I/O service demand of order-entry transactions of an online ordering system. One way to do this
would be to measure the number of I/O operations typically performed by order-entry transactions and multiply it by the average disk service time per I/O operation (assuming that service times of I/O operations performed have low variability). Assume that the system has been monitored for a period of one hour and a hundred thousand observations for the number of I/O operations per transaction have been recorded. The detailed measurement data has to be replaced with a more compact representation in order for it to be usable. One approach would be to compute the arithmetic mean of all observations collected and use it to derive the I/O service demand (averaging). However, if transactions exhibit large variability in terms of the number of I/O operations they perform, averaging all observations would likely produce a model that is not representative of most of the transactions. In such cases, observations are normally grouped into clusters, such that the variability within each cluster is relatively small compared to the variability in the entire set of observations (clustering). Thus, a workload class might need to be split into several workload classes with lower variability in resource usage. For a discussion of clustering techniques refer to [54, 68].

As mentioned, service demand parameters are most typically derived from measured resource utilization and transaction throughput data. The Service Demand Law is used [51]. The latter states that the service demand \( D_{i,r} \) of class \( r \) transactions at resource \( i \) is equal to the average utilization \( U_{i,r} \) of resource \( i \) by class \( r \) transactions divided by the average throughput \( X_{0,r} \) of class \( r \) transactions during the measurement interval, i.e.

\[
D_{i,r} = \frac{U_{i,r}}{X_{0,r}} \tag{6.1}
\]

There are two approaches for estimating the service demands using the above relation:

- Conduct a single experiment, injecting transactions from all workload classes concurrently.

- Conduct a separate experiment for each workload class, injecting transactions only from a single class at a time.

If transactions from multiple workload classes are injected concurrently (approach 1), the partial utilization of the considered resource due to each workload class (i.e. \( U_{i,r} \)) must be determined. However, system monitors normally provide only total resource utilization statistics. Accounting systems or program analyzers are typically used to provide additional data, so that the measured total utilization can be apportioned among the different workload classes. Some methods for apportioning the total resource utilization among the workload classes are discussed in [108, 111, 112]. There are two problems with this approach. First, in almost
all cases there is some resource usage (sometimes called \textit{system overhead}), that is either not captured at all, or is captured, but not accounted to any workload class by the employed accounting system or program analyzer. It is usually hard to find a way to distribute the unattributed resource usage among the workload classes in a fair manner. Second, the overhead of accounting systems and program analyzers is often so high that they influence the system behavior significantly. This leads to higher resource utilization, which in turn results in higher service demand estimates not representative of the normal operating conditions. This is particularly true for JVM profilers that are normally exploited in the context of J2EE applications.

In the second approach, transactions are injected from a single workload class at a time, so that the measured total resource utilization is due to a single class and Equation (6.1) can be applied directly. Note that this automatically incorporates the operating system overhead into the service demand of the respective class. However, a potential problem with this approach is that, depending on the workload considered, the transactions from the various workload classes might behave differently when they are run concurrently as opposed to one at a time. In such cases, the interactions between different workload classes would not be captured in the workload model.

Which of the two approaches to estimate service demands is chosen depends on many factors including the type of system modeled, the workload considered, the measurement tools available, etc. In any case, the following should be kept in mind when conducting experiments to estimate service demands:

- Make sure that only transactions from the considered workload class(es) are injected.
- Make sure that the system resources are utilized only by the workload injected, i.e. that no foreign processes are running in the background that could affect the measurements. A common pitfall is to overlook a background process (for e.g. scanlogd daemon on Linux) that produces additional load and skews the measurements.
- Make sure that the monitoring and measurement tools used have negligible overhead, i.e. that they do not affect the measurements taken.
- Make sure that measured resources are reasonably utilized. It is recommended to have them at least 50\% utilized, if possible.
- Repeat each experiment at least a couple of times to verify that measurements are stable.
- Run experiments under different load to ensure that service demands are not load dependent. Variations within +/- 5\% are normally acceptable.
Experiments should begin with a ramp up period that is long enough for the system to reach steady state. The measurement period should start after steady state has been reached and should continue until a reasonable number of transactions (possibly on the order of thousands) have been executed.

- Service demands for heavy loaded resources have greater effect on the model accuracy and therefore more care should be taken when estimating them.

- A good rule of thumb to verify the service demand estimates for a given workload class is the following: Under light load (with little or no concurrency), the measured response time should be roughly equal to the sum of the service demands of the respective workload class at all resources it uses.

This concludes our discussion of the workload characterization step. The output of this step is called workload model and is used as input for building a performance model in the next step.

### 6.2.4 Step 4: Develop a performance model.

In this step, a performance model is developed that represents the different components of the system and its workload, and captures the main factors affecting its performance. The performance model can be used to understand the behavior of the system and predict its performance under load. The methodology presented here exploits QPN models to take advantage of the modeling power and expressiveness of QPNs.

The way a performance model is constructed is based on the output from the previous three steps of the methodology, i.e. the modeling objectives, the system specification and the workload model. One of the greatest challenges in building a good model is to find the right level of detail. A general rule of thumb is: "Make the model as simple as possible, but not simpler!". Including too much detail might render the model intractable, on the other hand, making it too simple, might render it unrepresentative. The information from the workload characterization step is of critical importance when deciding on the level of detail at which different aspects of the system are modeled.

Normally, the modeling process includes the following steps in which the system and workload components are modeled using QPN constructs:

1. Model the system components and resources.
2. Model the basic components of the workload.
3. Model the inter-component interactions.
4. Parameterize the model.
The first step is to map the system components and resources (hardware and software) to respective QPN model constructs. Active resources are usually modeled using queueing places. Depending on the type of resource, queues with different scheduling strategies (queueing disciplines) may be used. For example, for processors (CPUs) usually PS scheduling strategy is used, while for secondary storage systems (e.g. disk drives) and networks, mostly FCFS scheduling strategy is used. Passive resources such as threads, processes, database connections and locks are normally modeled using tokens inside ordinary places. For example, a thread pool can be modeled using an ordinary place whose tokens represent threads. The initial population of the place determines the number of threads available in the pool. Whenever a thread is used, a token is removed from the place and after the thread is released, the token is returned back to the place.

The next step is to model the basic components of the workload, i.e. the transactions (requests) processed by the system. The latter are normally modeled using tokens, exploiting different colors to distinguish between workload classes. Some additional QPN constructs are needed to model the way transactions get started and completed in the system, or equivalently, the way requests arrive and depart from the system. Figure 6.2 illustrates how this is done for open and closed workload classes.

For open workload classes, two transitions, one timed ($t_1$) and one immediate ($t_2$) are needed. The timed transition does not have any input places and is by definition always enabled. Whenever it fires, it simply creates a new token and deposits it into the system, represented in the figure using a subnet place (a nested QPN). Tokens created correspond to newly started transactions (resp. newly arriving requests). The firing delay is chosen according to the desired transaction injection rate (resp. request arrival rate). The immediate transition, on the other hand, is used to model transaction completions (resp. request departures). It simply destroys tokens, i.e. transactions/requests whose processing has been completed.

For closed workload classes, a different mechanism is employed. A queueing place, called Client, with IS queue (i.e. delay resource) and two immediate transitions are used. Two cases are distinguished, based on whether workload intensity
is specified as an average number of transactions being processed concurrently (requests being served concurrently), or it is specified as a number of active clients/terminals that start transactions (send requests) and their average think time. In the first case, tokens in the Client place are served immediately (i.e. the service time of the queue is zero) and its initial token population determines the number of concurrent transactions (resp. requests) in the system. In the second case, the Client place (or more precisely its queue) has service time equal to the average client think time and its initial token population determines the number of active clients/terminals starting transactions (sending requests). The immediate transitions are used to move tokens (i.e. transactions or requests) from the Client to the system and back.

Note that a single set of the above described QPN constructs can be used to model multiple workload classes, as long as all of them are of the same type (open or closed). As mentioned, different token colors can be used to distinguish between workload classes. However, it is recommended to use a separate set of constructs for every basic component of the workload.

The next step is to model the inter-component interactions and processing steps for transactions of the different workload classes. The latter were described in detail during workload characterization and their descriptions are used here as a starting point for their modeling. Interactions between system components are normally modeled using transitions connecting the QPN places corresponding to the respective components. Transitions are used to destroy and create tokens at the places of the QPN. A typical case is to destroy a token in one place and then create the same token in another place, which can be seen as moving the token from the first place to the second. This can be used, for example, to model the flow of control from one system component to another when processing a transaction.

For composite transactions, the individual processing steps (subtransactions) can also be modeled using tokens. One way to do this is to use a separate token color for every subtransaction. This is illustrated in Figure 6.3 for open and closed workload classes, respectively. An upper-case $X$ token is used to represent a composite transaction. The individual subtransactions of the latter are represented using lower-case $x$ tokens, where $x_i$ stands for the $i$-th subtransaction. When the transaction is started (by firing transition $t_1$), a token $x_1$ representing the first processing step (subtransaction) is created and deposited into the system. After the subtransaction is completed, its token is destroyed (by transition $t_3$) and a token representing the next processing step $x_{i+1}$ is created and deposited into the system. This process continues until the last subtransaction (modeled as token $x_n$) has been processed. Note that, to make things more illustrative, in the case of open classes arriving and departing $X$ tokens are depicted as input and output of transitions $t_1$ and $t_3$, respectively.

Figure 6.4 illustrates how allocating and releasing instances of passive resources can be modeled. An ordinary place is used to represent a pool of instances of
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Figure 6.3: Modeling composite transactions.

Figure 6.4: Allocating and releasing passive resources.

a passive resource (for e.g. thread pool or connection pool). The instances of the passive resource (e.g. threads or connections) are represented using tokens of color ‘o’. Allocating an instance of the resource is modeled by removing a token from the pool (transition $t_1$). Releasing a previously allocated instance is modeled by returning the token back to the pool (transition $t_2$). The initial population of the place representing the pool determines the number of instances of the resource available.

The last step of the modeling process is to parameterize the model. This involves providing values for the following model parameters:

- Initial token population of places.
- Service times of tokens at the queues of queueing places.
• Firing weights of immediate transitions.
• Firing delays of timed transitions.

Parameter values need to be supplied on a per workload class basis. The workload model is used as input when assigning values to the parameters. Note that the performance model might be considered for different sets of parameter values.

6.2.5 Step 5: Validate, refine and/or calibrate the model.

The fifth step in our performance modeling methodology aims at ensuring that the performance model built in the previous step reflects the real system and workload to a reasonable degree of accuracy. Before the model can be used for performance prediction, it has to be validated. The model is said to be valid if the performance metrics (e.g. response time, throughput and resource utilization) predicted by the model match the measurements on the real system within a certain acceptable margin of error \[112\]. As a rule of thumb, errors within 10\% for utilization and throughput, and within 20\% for response time are considered acceptable \[111\]. Validating the model answers questions such as the following:

• Is the right model for the system being considered?
• Does the model capture all critical aspects of the system behavior, i.e. is it representative enough?
• Are the estimated model input parameters, for e.g. service demands, reasonable?
• Are the assumptions and simplifications made when building the model acceptable?

Model validation is normally done by comparing performance metrics predicted by the model with measurements on the real system. This is done for several different scenarios varying the model input parameters. If the predicted values do not match the measured values within an acceptable level of accuracy, the model must be refined to more accurately reflect the system and workload modeled. Otherwise, the model is deemed valid and can be used for performance prediction. The validation and refinement process is illustrated in Figure 6.5. It is important that the model predictions are verified for a number of different scenarios under different transaction mixes and workload intensities, before the model is deemed valid. Normally, the scenarios considered when measuring the service demands during workload characterization are used as a starting point in the validation phase. After each refinement of the model, all previous scenarios studied, including the ones where the model predictions were accurate, must be re-evaluated.
The model refinement process usually involves the following activities:

- The model input parameters (e.g. workload intensity and service demand estimates) are double-checked.

- The system is monitored under load to ensure that all critical aspects of its behavior have been captured by the model.

- All assumptions and simplifications made during the modeling process are revisited to make sure that they are acceptable.

- It is considered to increase the level of detail at which system and workload components are modeled.
If after refining the model its results still do not match the measurements on the real system within an acceptable level of accuracy, the model has to be calibrated. Model calibration is the process of changing the model to force it to match the actual system [33]. This is achieved by changing the values of some model input or output parameters. The parameters may be increased or decreased by an absolute or percentage amount. Normally, input parameters are changed (e.g. service demands), however, in certain cases also output parameters might be changed. If an output parameter is altered when calibrating the baseline model, it must be altered in the same manner whenever the model is used for performance prediction. After the model is calibrated, the validation procedure must be repeated to make sure that the calibrated model now accurately reflects the real system and workload. For a detailed discussion of model calibration techniques, the reader is referred to [55, 111].

6.2.6 Step 6: Use model to predict system performance.
In this step, the validated performance model is used to predict the performance of the system for the deployment configurations and workload scenarios targeted for analysis. The latter are derived from the modeling objectives.

6.2.7 Step 7: Analyze results and address modeling objectives.
In this last step of the methodology, the results from the model predictions are analyzed and used to address the goals set in the beginning of the modeling study. If after analyzing the results it turns out that some further information is needed, it might be required to go back to the previous step and consider some further workload and configuration scenarios.

6.3 Case Study: Modeling SPECjAppServer2004
Now that we have discussed our modeling methodology in general, we present a practical case study which demonstrates how it can be used to model a realistic DCS and analyze its performance and scalability. The system modeled is our deployment of the industry-standard SPECjAppServer2004 benchmark. Note that in Chapter 4, we modeled previous versions of the benchmark using QN models and QPN models. In both cases, we ran into some serious difficulties stemming from the size and complexity of the system modeled. These problems were addressed in Chapter 5 by means of SimQPN - our simulation tool for QPNs. In this chapter, we include another application of SimQPN, this time analyzing QPN models of SPECjAppServer2004. Note that the models considered here span the whole benchmark application and are much more complex and sophisticated. In addition to CPU and
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I/O contention, they demonstrate how some further aspects of system behavior, such as thread contention and asynchronous processing, can be modeled.

Consider an automobile manufacturing company that wants to use e-business technology to support its order-inventory, supply-chain and manufacturing operations. The company has decided to employ the J2EE platform and is in the process of developing a J2EE application. Let us assume that the first prototype of this application is SPECjAppServer2004 and that the company is testing the application in the deployment environment depicted in Figure 6.6. This environment uses a cluster of WebLogic servers (WLS) as a J2EE container and an Oracle database server (DBS) for persistence. We assume that all servers in the WebLogic cluster are identical and that initially only two servers are available.

![Deployment Environment Diagram](image)

Figure 6.6: Deployment environment.

The company is now about to conduct a performance evaluation of their system in order to find answers to the following questions:

- For a given number of WebLogic servers, what level of performance would the system provide?
- How many WebLogic servers would be needed to guarantee adequate performance under the expected workload?
- Will the capacity of the single load balancer and single database server suffice to handle the incoming load?
- Does the system scale or are there any other potential system bottlenecks?
The following sections show how these questions can be answered by means of the proposed performance modeling methodology.

### 6.3.1 Establish performance modeling objectives.

Some general goals of the modeling study were listed above. At the beginning of the modeling process, these goals need to be made more specific and precise. Let us assume that under normal operating conditions the company expects to have 72 concurrent dealer clients (40 Browse, 16 Purchase and 16 Manage) and 50 planned production lines. During peak conditions, 152 concurrent dealer clients (100 Browse, 26 Purchase and 26 Manage) are expected and the number of planned production lines could increase up to 100. Moreover, the workload is forecast to grow by 300% over the next 5 years. The average *dealer think time* is 5 seconds, i.e. the time a dealer "thinks" after receiving a response from the system before sending a new request. On average 10 percent of all orders placed are assumed to be large orders. The average delay after completing a work order at a planned production line before starting a new one is 10 seconds. Note that all of these numbers were chosen arbitrarily in order to make our motivating scenario more specific. Based on these assumptions, the following concrete goals are established:

- Predict the performance of the system under normal operating conditions with 4 and 6 WebLogic servers, respectively. What would be the average transaction throughput and response time (for Browse, Purchase and Manage)? How many work orders would be completed per second in the manufacturing domain and what would be the average work order processing time? How utilized (CPU/Disk utilization) would be the WebLogic servers, the load balancer and the database server?

- Determine if 6 WebLogic servers would be enough to ensure that the average response times of business transactions do not exceed half a second during peak conditions.

- Predict how much system performance would improve if the load balancer is upgraded with a slightly faster CPU.

- Study the scalability of the system as the workload increases and additional WebLogic servers are added.

- Determine which servers would be most utilized under heavy load and investigate if they are potential bottlenecks. In particular, verify if the capacity of the single load balancer and single database server would suffice to handle the incoming load.
6.3.2 Characterize the system in its current state.

As shown in Figure 6.6, the system we are considering has a two-tier hardware architecture consisting of an application server tier and a database server tier. Incoming requests are evenly distributed across the nodes in the application server cluster. For HTTP requests (dealer application), this is achieved using a software load balancer running on a dedicated machine. For RMI requests (manufacturing application), this is done transparently by the EJB client stubs. The application logic is partitioned into three layers: presentation layer (Servlets/JSPs), business logic layer (EJBs) and data layer (DBMS). Table 6.1 describes the system components in terms of the hardware and software platforms used. This information is enough for the purposes of our study.

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load Balancer</td>
<td>WebLogic 8.1 Server (HttpClusterServlet)</td>
</tr>
<tr>
<td></td>
<td>1 x AMD Athlon XP2000+ CPU</td>
</tr>
<tr>
<td></td>
<td>1 GB RAM, SuSE Linux 8</td>
</tr>
<tr>
<td>App. Server Cluster Nodes</td>
<td>WebLogic 8.1 Server</td>
</tr>
<tr>
<td></td>
<td>1 x AMD Athlon XP2000+ CPU</td>
</tr>
<tr>
<td></td>
<td>1 GB RAM, SuSE Linux 8</td>
</tr>
<tr>
<td>Database Server</td>
<td>Oracle 9i Server</td>
</tr>
<tr>
<td></td>
<td>2 x AMD Athlon MP2000+ CPU</td>
</tr>
<tr>
<td></td>
<td>2 GB RAM, SuSE Linux 8</td>
</tr>
<tr>
<td>Local Area Network</td>
<td>1 GBit Switched Ethernet</td>
</tr>
</tbody>
</table>

6.3.3 Characterize the workload.

Identify the Basic Components of the Workload

As discussed in Chapter 2, the SPECjAppServer2004 benchmark application is made up of three major subapplications - the dealer application in the dealer domain, the order entry application in the customer domain and the manufacturing application in the manufacturing domain. The dealer and order entry applications process business transactions of three types - Browse, Purchase and Manage. Hereafter, the latter are referred to as dealer transactions\(^2\). The manufacturing application, on

\(^2\)Again the term transaction here is used loosely and should not be confused with a database transaction or a transaction in the sense of the Java Transaction API (JTA transaction).
the other hand, is running production lines which process work orders. Thus, the SPECjAppServer2004 workload is composed of two basic components:

- **Dealer transactions** processed in the dealer and customer domains.
- **Work orders** processed in the manufacturing domain.

Note that each dealer transaction emulates a client session comprising multiple round-trips to the server. For each round-trip there is a separate HTTP request, which can be seen as a subtransaction (or a nested transaction). A more fine-grained approach to model the workload would be to define the individual HTTP requests (subtransactions) as basic components. However, this would unnecessarily complicate the workload model since we are interested in the performance of dealer transactions as a whole and not the performance of their individual subtransactions. The same reasoning applies to work orders, because each work order comprises multiple JTA transactions initiated with separate RMI calls (e.g. scheduleWorkOrder, updateWorkOrder and completeWorkOrder). An alternative approach would be to model the manufacturing workload at the level of JTA transactions or RMI calls. However, this would again unnecessarily complicate the workload model, since we are only interested in the rate at which work orders are processed and not in the performance of the individual work-order-related transactions. This is a typical example, how the level of detail in the modeling process is decided based on the modeling objectives.

### Partition Basic Components into Workload Classes

We now partition the basic components of the workload into classes according to the type of work being done. There are three types of dealer transactions - Browse, Purchase and Manage. Since we are interested in their individual behavior, we model them using separate workload classes. Thus, dealer transactions are partitioned into three workload classes: Browse, Purchase and Manage. Work orders, on the other hand, can be divided into two types based on whether they are processed on a planned or large order line. Planned lines run on schedule and complete a predefined number of work orders per unit of time. In contrast, large order lines run only when a large order arrives in the customer domain. Each large order generates a separate work order processed *asynchronously* on a dedicated large order line. Thus, work orders originating from large orders are different from ordinary work orders in terms of the way their processing is initiated and in terms of their resource usage. To distinguish between the two types of work orders, they are modeled using two separate workload classes: *WorkOrder* (for ordinary work orders) and *LargeOrder* (for work orders generated by large orders). The latter will hereafter be referred to as WorkOrder and LargeOrder transactions, respectively. Altogether, we end up with five workload classes: Browse, Purchase, Manage, WorkOrder and LargeOrder.
Identify the System Components and Resources Used by Each Workload Class

The next step is to identify the system components (hardware and software resources) used by each workload class. The following hardware resources are used by dealer transactions (Browse, Purchase and Manage):

- The CPU of the load balancer machine (LB-C).
- The CPU of an application server in the cluster (AS-C).
- The CPUs of the database server (DB-C).
- The disk drive of the database server (DB-D).
- The Local Area Network (LAN).

WorkOrders and LargeOrders use the same resources with exception of the first one (LB-C), since their processing is driven through direct RMI calls to the EJBs in the WebLogic cluster, bypassing the HTTP load balancer.

As far as software resources are concerned, all workload classes use the WebLogic servers and the Oracle DBMS. Dealer transactions additionally use the software load

![Execution graphs for Purchase and Manage.](image)
balancer (HttpClusterServlet), which is deployed in a dedicated WebLogic server. For a transaction to be processed by a WebLogic server, a thread must be allocated from the server’s thread pool. If the database needs to be accessed, a database connection from the server’s JDBC connection pool must be allocated.

Describe the Inter-Component Interactions and Processing Steps for Each Workload Class

All of the five workload classes identified represent composite transactions. Figures 6.7 and 6.8 use execution graphs to illustrate the processing steps (i.e. the subtransactions) of transactions from the different workload classes.

For every subtransaction, multiple system components are involved and they interact to perform the respective operation. The inter-component interactions and flow of control for subtransactions are depicted in Figure 6.9 by means of client/server interaction diagrams. Directed arcs show the flow of control from one node to the next during execution. Depending on the path followed, different execution
scenarios are possible. For example, for dealer subtransactions two scenarios are possible depending on whether the database needs to be accessed or not. Dealer subtransactions that do not access the database (e.g. goToHomePage) follow the path $1 \rightarrow 2 \rightarrow 3 \rightarrow 4$, whereas dealer subtransactions that access the database (e.g. showInventory or checkOut) follow the path $1 \rightarrow 2 \rightarrow 3 \rightarrow 5 \rightarrow 6 \rightarrow 7$.

![Client/server interaction diagrams for subtransactions.](image)

Figure 6.9: Client/server interaction diagrams for subtransactions.

Since most dealer subtransactions do access the database, for simplicity, it is assumed that all of them follow the path $1 \rightarrow 2 \rightarrow 3 \rightarrow 5 \rightarrow 6 \rightarrow 7$ in Figure 6.9.

**Characterize Workload Classes in Terms of Their Service Demands and Workload Intensity**

Since the system is available for testing, the service demands can be determined by injecting load into the system and taking measurements. Note that it is enough to have a single WebLogic server available in order to do this, i.e. it is not required to have a realistic production like testing environment. For each of the five workload classes a separate experiment was conducted injecting transactions from the respective class and measuring the utilization of the various system resources. CPU utilization was measured using the `vmstat` utility on Linux. The disk utilization of the database server was measured with the help of the Oracle 9i Intelligent Agent, which proved to have negligible overhead. Service demands were estimated using the Service Demand Law (see Equation (6.1)) as described in Section 6.2.3.

Table 6.2 reports the estimated service demand parameters for the five request classes in our workload model. Figure 6.10 summarizes this data in a graphical form.
It was decided to ignore network service demands, since all communications were taking place over 1 GBit LAN and communication times were negligible. Therefore, hereafter the network will be ignored in the workload and performance models.

Table 6.2: Workload service demand parameters.

<table>
<thead>
<tr>
<th>Workload Class</th>
<th>LB-C</th>
<th>AS-C</th>
<th>DB-C</th>
<th>DB-D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Browse</td>
<td>42.72ms</td>
<td>130ms</td>
<td>14ms</td>
<td>5ms</td>
</tr>
<tr>
<td>Purchase</td>
<td>9.98ms</td>
<td>55ms</td>
<td>16ms</td>
<td>8ms</td>
</tr>
<tr>
<td>Manage</td>
<td>9.93ms</td>
<td>59ms</td>
<td>19ms</td>
<td>7ms</td>
</tr>
<tr>
<td>WorkOrder</td>
<td>-</td>
<td>34ms</td>
<td>24ms</td>
<td>2ms</td>
</tr>
<tr>
<td>LargeOrder</td>
<td>-</td>
<td>92ms</td>
<td>34ms</td>
<td>2ms</td>
</tr>
</tbody>
</table>

Figure 6.10: Workload service demand parameters (ms).

As evident from Table 6.2, database I/O service demands are much lower than CPU service demands. This stems from the fact that data is cached in the database buffer and, for the most part, disks are accessed only when updating or inserting new data. However, even in this case, the I/O overhead is minimal, since the only thing that is done is to flush the database log buffer, which is performed with sequential I/O. Here we would like to point out that, being an application server benchmark, SPECjAppServer2004 is designed to place the stress on the application server and
not on database I/O.

Note that in order to keep the workload model simple, it is assumed that the total service demand of a transaction at a given system resource is spread evenly over its subtransactions. Thus, the service demand of a subtransaction can be estimated by dividing the measured total service demand of the transaction by the number of subtransactions it has. Whether this simplification is acceptable will become clear later when the model is validated. In case the estimation proves to be too inaccurate, one might have to come back and refine the workload model by measuring the service demands of subtransactions individually.

Now that the service demands of workload classes have been quantified, the workload intensity must be specified. For each workload class, the number of units of work (transactions) that contend for system resources must be indicated. The way workload intensity is specified is dictated by the modeling objectives. In our case, workload intensity was defined in terms of the following parameters (see Section 6.3.1):

- Number of concurrent dealer clients (Browse, Purchase and Manage) and their average think time (referred to as dealer think time).
- Number of planned production lines and the average time they wait after processing a WorkOrder before starting a new one (referred to as manufacturing think time or mfg think time for short).

With workload intensity specified in this way, all workload classes are automatically modeled as closed. Two scenarios of interest were indicated when discussing the modeling objectives in Section 6.3.1: operation under normal conditions and operation under peak conditions. The values of the workload intensity parameters for these two scenarios are shown in Table 6.3. However, the workload had been forecast to grow by 300% and another goal of the study was to investigate the scalability of the system as the load increases. Therefore, scenarios with up to 300% higher workload intensity need to be considered as well.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Normal Conditions</th>
<th>Peak Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Browse Clients</td>
<td>40</td>
<td>100</td>
</tr>
<tr>
<td>Purchase Clients</td>
<td>16</td>
<td>26</td>
</tr>
<tr>
<td>Manage Clients</td>
<td>16</td>
<td>26</td>
</tr>
<tr>
<td>Planned Lines</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>Dealer Think Time</td>
<td>5 sec</td>
<td>5 sec</td>
</tr>
<tr>
<td>Mfg Think Time</td>
<td>10 sec</td>
<td>10 sec</td>
</tr>
</tbody>
</table>
6.3.4 Develop a performance model.

It is now shown how to build a QPN model of the system under study and then the model is customized to the concrete configurations of interest. We start by discussing the way basic components of the workload are modeled. During workload characterization, the following five workload classes were identified: Browse, Purchase, Manage, WorkOrder and LargeOrder. All of them represent composite transactions and are modeled using the following token types (colors):

- **Token 'B'** represents a Browse transaction.
- **Token 'P'** represents a Purchase transaction.
- **Token 'M'** represents a Manage transaction.
- **Token 'W'** represents a WorkOrder transaction.
- **Token 'L'** represents a LargeOrder transaction.

The subtransactions of transactions from the different workload classes were shown in Figures 6.7 and 6.8. The inter-component interactions and flow of control for each subtransaction were illustrated in Figure 6.9. In order to make the performance model more compact, the following simplifications are made:

- It is assumed that each server used during processing of a subtransaction is visited only once and that the subtransaction receives all of its service demands at the server’s resources during that single visit, i.e. the second visit to the application server (AS) after visiting the database (see Figure 6.9) is dropped, assuming that the subtransaction receives all of its service during the first visit. This simplification is typical for queueing models and has been widely employed.

- Similarly, during the service of a subtransaction at a server, for each server resource used (e.g. CPUs, disk drives), it is assumed that the latter is visited only one time, receiving the whole service demand of the subtransaction at once.

These simplifications make it easier to model the flow of control during processing of subtransactions. While characterizing the workload service demands in Section 6.3.3, we additionally assumed that the total service demand of a transaction at a given system resource is spread evenly over its subtransactions. Together with the above two assumptions, this assumption allows us to consider the subtransactions of a given workload class as equivalent in terms of processing behavior and resource consumption. Thus, we can model subtransactions using a single token type (color) per workload class as follows:
Token 'b' represents a Browse subtransaction.

Token 'p' represents a Purchase subtransaction.

Token 'm' represents a Manage subtransaction.

Token 'w' represents a WorkOrder subtransaction.

Token 'l' represents a LargeOrder subtransaction.

For the sake of compactness, the following additional notation will be used:

Symbol 'D' will be used to denote a 'B', 'P' or 'M' token, i.e. token representing a dealer transaction.

Symbol 'd' will be used to denote a 'b', 'p' or 'm' token, i.e. token representing a dealer subtransaction.

Symbol 'o' will be used to denote a 'b', 'p', 'm', 'w' or 'l' token, i.e. token representing a subtransaction of arbitrary type, hereafter called subtransaction token.

To further simplify the model, we assume that LargeOrder transactions are executed with a single subtransaction, i.e. their four subtransactions are bundled into a single subtransaction. Thus, the total service demand of a LargeOrder transaction at a given system resource is assumed to be received at once, during a single visit to the resource. The effect of this simplification on the overall system behavior is negligible, because large orders constitute only 10 percent of all orders placed, i.e. relatively small portion of the system workload. Following these lines of thought, one could consider LargeOrder transactions as non-composite and drop the small 'l' tokens. However, in order to keep token definitions uniform across transaction classes, we will keep the small 'l' tokens and look at LargeOrder transactions as being composed of a single subtransaction represented by an 'l' token.

Following the guidelines for modeling the system components, resources and inter-component interactions presented in Section 6.2.4, we arrive at the model depicted in Figure 6.11.

Following is a brief description of the places used:

\(C_1\) : Queueing place with IS queue used to model the concurrent dealer clients (Browse, Purchase and Manage) conducting dealer transactions in the system. Only 'D' tokens ('B', 'P' or 'M') are allowed in this place and they represent dealer transactions of the respective types. The time tokens spend in this place corresponds to the time a dealer client waits after he has completed a transaction before he starts a new one, i.e. the dealer think time. Therefore, the service time of tokens at the queue of the place is equal to the average dealer think time.
Figure 6.11: QPN model of the system.

\( C_2 \): Queueing place with IS queue used to model the planned production lines in the manufacturing domain driving work order processing. Only 'W' tokens representing WorkOrder transactions are allowed in this place and the time they spend here corresponds to the manufacturing think time. Therefore, the service time of tokens at the queue of the place is equal to the average manufacturing think time.

\( G \): Ordinary place where dealer subtransaction tokens are created when new subtransactions are started.

\( L \): Queueing place with PS queue used to model the CPU of the load balancer machine.

\( E \): Ordinary place where subtransaction tokens arrive before they are distributed over the application server nodes.

\( A_1...A_N \): Queueing places with PS queues used to model the CPUs of the \( N \) application server nodes.
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\( F \) : Ordinary place where subtransaction tokens arrive when visiting the database server. From here tokens are evenly distributed over the two database server CPUs.

\( B_1, B_2 \) : Queueing places with PS queues used to model the two CPUs of the database server.

\( H \) : Queueing place with FCFS queue used to model the disk subsystem (made up of a single 100 GB disk drive) of the database server.

\( P \) : Queueing place with IS queue used to model the virtual production line stations that work orders move along during their processing. Only ‘w’ tokens representing WorkOrder subtransactions are allowed in this place and the time they spend here (i.e. their service time at the IS queue) corresponds to the average delay at a production line station (i.e. 333 ms) emulated by the manufacturing application during work order processing.

We now examine in detail the life-cycle of tokens in the QPN model. As already discussed, upper-case tokens represent transactions, whereas lower-case tokens represent subtransactions. In the initial marking, tokens exist only in the depositories of places \( C_1 \) and \( C_2 \). The initial number of ‘D’ tokens (‘B’, ‘P’ or ‘M’) in the depository of the former determines the number of concurrent dealer clients conducting dealer transactions in the system, whereas the initial number of ‘W’ tokens in the depository of the latter determines the number of planned production lines running in the manufacturing domain. When a dealer client starts a dealer transaction, transition \( t_1 \) is fired destroying a ‘D’ token from the depository of place \( C_1 \) and creating a ‘d’ token in place \( G \), which corresponds to starting the first subtransaction of the dealer transaction. The flow of control during processing of subtransactions in the system is modeled by moving their respective subtransaction tokens across the different places of the QPN. Starting at place \( G \), a dealer subtransaction token (‘d’) is first sent to place \( L \) where it receives service at the CPU of the load balancer. After that it is moved to place \( E \) and from there it is routed to one of the \( N \) application server CPUs represented by places \( A_1 \) to \( A_N \). Transitions \( t_{11}, t_{13}, \ldots, t_{10+N} \) have equal firing probabilities (weights), so that subtransactions are evenly load-balanced across the \( N \) application servers. Having completed its service at the application server CPU, the dealer subtransaction token is moved to place \( F \) from where it is sent to one of the two database server CPUs with equal probability (transitions \( t_4 \) and \( t_5 \) have equal firing weights). After completing its service at the CPU, the dealer subtransaction token is moved to place \( H \) where it receives service from the database disk subsystem. Once this is completed, the dealer subtransaction token is destroyed by transition \( t_8 \) and there are two possible scenarios:
1. A new 'd' token is created in place $G$ corresponding to starting the next dealer subtransaction.

2. If there are no further subtransactions to be executed, the 'D' token removed from place $C_1$ in the beginning of the transaction is now returned back to place $C_1$. In case the completed dealer transaction is of type Purchase ('P') and it has generated a large order, additionally a token 'l' is created in place $E$. Note that, since LargeOrder transactions are assumed to be executed with a single subtransaction, to simplify the model, we create the subtransaction token ('l') directly, instead of first creating a transaction token ('L'). So, in practice, 'L' tokens are not used explicitly in the model.

After a 'D' token of a completed transaction returns back to place $C_1$, it spends some time at the IS queue of the latter. This corresponds to the time the dealer client "thinks" before starting the next transaction. Once the dealer think time has elapsed, the 'D' token is moved to the depository and the next transaction is started.

When a WorkOrder transaction is started on a planned line in the manufacturing domain, transition $t_0$ is fired destroying a 'W' token from the depository of place $C_2$ and creating a 'w' token in place $E$, which corresponds to starting the first subtransaction of the work order. Since WorkOrder subtransaction requests are load-balanced transparently (by the EJB client stubs) without using a load balancer, they are routed directly to the application server CPUs - places $A_1$ to $A_N$. WorkOrder subtransaction tokens ('w') move along the places representing the application server and database server resources exactly in the same way as dealer subtransaction tokens ('d'). After completing their service at place $H$ the following two scenarios are possible:

1. The WorkOrder subtransaction token ('w') is sent to place $P$ whose IS queue delays it for 333 ms, corresponding to the delay at a virtual production line station. Following this the 'w' token is destroyed by transition $t_{10}$ and a new 'w' token is created in place $E$, representing the next WorkOrder subtransaction.

2. If there are no further subtransactions to be executed, the 'w' token is destroyed by transition $t_9$ and the 'W' token removed from place $C_2$ in the beginning of the WorkOrder transaction is now returned back to place $C_2$.

After a 'W' token of a completed transaction returns back to place $C_2$, it spends some time at the IS queue of the latter. This corresponds to the time waited after completing a work order at a production line before starting the next one, i.e. the manufacturing think time. Once this time has elapsed, the 'W' token is moved to the depository and the next WorkOrder transaction is started.
All transitions of the model are immediate and with exception of \( t_8 \) and \( t_9 \) they all have equal weights for all of their firing modes. The assignment of firing weights to transitions \( t_8 \) and \( t_9 \) is critical to achieving the desired behavior of transactions in the model. Weights must be assigned in such a way that transactions are terminated only after all of their subtransactions have been completed. We will now explain how this is done, starting with transition \( t_9 \) since this is the simpler case. Transition \( t_9 \) has two firing modes as follows:

A) **Mode \( "w \rightarrow w" \)**: A 'w' token is moved from place \( H \) to place \( P \). This mode corresponds to the case where a WorkOrder subtransaction has been completed, but its parent transaction is not finished yet, i.e. there are further subtransactions to be executed. The parent transaction is delayed for 333 ms at the production line station (place \( P \)) and then its next subtransaction is started by depositing a new 'w' token in place \( E \).

B) **Mode \( "w \rightarrow W" \)**: A 'w' token is destroyed from place \( H \) and a 'W' token is deposited in place \( C_2 \). This mode corresponds to the case where a WorkOrder subtransaction has been completed, leading to completion of its parent transaction, i.e. there are no further subtransactions to be executed. The 'W' token removed from place \( C_2 \) in the beginning of the parent WorkOrder transaction is now returned back.

According to Section 6.3.3 (Figure 6.8), WorkOrder transactions are comprised of four subtransactions. This means that, for every WorkOrder transaction, four subtransactions have to be executed before the transaction is completed, i.e. transition \( t_9 \) has to be fired three consecutive times in mode \( "w \rightarrow w" \) and the fourth time in mode \( "w \rightarrow W" \). To enforce this behavior, the firing weights (probabilities) of modes \( "w \rightarrow w" \) and \( "w \rightarrow W" \) are set to \( 3/4 \) and \( 1/4 \), respectively. Thus, out of every four times a 'w' token arrives in place \( H \) and enables transition \( t_9 \), the latter will be fired three times in mode \( "w \rightarrow w" \) and one time in mode \( "w \rightarrow W" \) completing a WorkOrder transaction.

Transition \( t_8 \), on the other hand, has the following eight firing modes we need to assign weights to:

A) **Mode \( "b \rightarrow b" \)**: A 'b' token is removed from place \( H \) and a new 'b' token is created in place \( G \). This mode corresponds to the case where a Browse subtransaction has been completed, but its parent transaction is not finished yet, i.e. there are further subtransactions to be executed. By creating a new 'b' token in place \( G \), the next subtransaction is started.

B) **Mode \( "b \rightarrow B" \)**: A 'b' token is removed from place \( H \) and a 'B' token is deposited in place \( C_1 \). This mode corresponds to the case where a Browse
subtransaction has been completed, leading to completion of its parent trans-
action, i.e. there are no further subtransactions to be executed. The 'B' token
removed from place \( C_1 \) in the beginning of the parent Browse transaction is
now returned back.

C) Mode "\( p \to p \)": A 'p' token is removed from place \( H \) and a new 'p' token
is created in place \( G \). This mode corresponds to the case where a Purchase
subtransaction has been completed, but its parent transaction is not finished
yet, i.e. there are further subtransactions to be executed. By creating a new
'p' token in place \( G \), the next subtransaction is started.

D) Mode "\( p \to P \)": A 'p' token is removed from place \( H \) and a 'P' token is de-
posited in place \( C_1 \). This mode corresponds to the case where a Purchase
subtransaction has been completed, leading to completion of its parent trans-
action, i.e. there are no further subtransactions to be executed. The 'P' token
removed from place \( C_1 \) in the beginning of the parent Purchase transaction is
now returned back.

E) Mode "\( p \to P + l \)" : A 'p' token is removed from place \( H \) and a 'P' token
is deposited in place \( C_1 \). In addition, an 'l' token is deposited in place \( E \).
This mode is equivalent to mode "\( p \to P \)" above, with the exception that it
additionally assumes that the completed Purchase transaction has generated
a large order in the manufacturing domain. The LargeOrder transaction is
started by depositing an 'l' token in place \( E \).

F) Mode "\( m \to m \)": An 'm' token is removed from place \( H \) and a new 'm' token
is created in place \( G \). This mode corresponds to the case where a Manage
subtransaction has been completed, but its parent transaction is not finished
yet, i.e. there are further subtransactions to be executed. By creating a new
'm' token in place \( G \), the next subtransaction is started.

G) Mode "\( m \to M \)": An 'm' token is removed from place \( H \) and an 'M' token is
deposited in place \( C_1 \). This mode corresponds to the case where a Manage
subtransaction has been completed, leading to completion of its parent trans-
action, i.e. there are no further subtransactions to be executed. The 'M' token
removed from place \( C_1 \) in the beginning of the parent Manage transaction is
now returned back.

H) Mode "\( l \to \emptyset \)": An 'l' token is removed from place \( H \). This mode corresponds
to the case where a LargeOrder transaction has been completed. Its token is
simply destroyed.

According to Section 6.3.3 (Figure 6.7), Browse transactions have 17 subtrans-
actions, whereas Purchase and Manage have only 5. This means that, for every
Browse transaction, 17 subtransactions have to be executed before the transaction is completed, i.e. out of every 17 times a 'b' token arrives in place $H$ and enables transition $t_8$, the latter has to be fired 16 times in mode $"b \rightarrow b"$ and one time in mode $"b \rightarrow B"$ completing a Browse transaction. To explain how firing weights are assigned to enforce this behavior, let us look at transition $t_8$’ firing modes as 8 possible events (A,B,C,...,H) in terms of probability theory. Each time the transition is enabled, one of the 8 events occurs. The firing weight of a mode is the relative probability that its respective event occurs. Under these assumptions, the above condition for the behavior of the Browse transaction can be expressed in the following way:

$$P(A \mid A \cup B) = \frac{16}{17} \quad (6.2)$$

or alternatively as

$$P(B \mid A \cup B) = \frac{1}{17} \quad (6.3)$$

Applying some basic probability theory leads to

$$P(B \mid A \cup B) = \frac{P(B \cap (A \cup B))}{P(A \cup B)} =$$

$$= \frac{P(B)}{P(A) + P(B)} = \frac{1}{17} \quad (6.4)$$

which is equivalent to

$$P(B) = \frac{1}{16} P(A) \quad (6.5)$$

Therefore, to enforce the desired behavior of Browse transactions, one needs to simply make sure that the firing weights of modes A and B fulfill condition (6.5). Applying the same reasoning to Manage transactions, we obtain the following condition that the firing weights of modes F and G must fulfill:

$$P(G) = \frac{1}{4} P(F) \quad (6.6)$$

Deriving the condition for achieving the right behavior of Purchase transactions is a little more complicated. The following must be fulfilled:

$$P(D \cup E \mid C \cup D \cup E) = \frac{1}{5} \quad (6.7)$$

Again, applying some basic probability theory leads to

$$P(D \cup E \mid C \cup D \cup E) = \frac{P((D \cup E) \cap (C \cup D \cup E))}{P(C \cup D \cup E)} =$$

$$= \frac{P(D \cup E)}{P(C \cup D \cup E)} = \frac{P(D) + P(E)}{P(C) + P(D) + P(E)} = \frac{1}{5} \quad (6.8)$$
which is equivalent to
\[ P(D) + P(E) = \frac{1}{4} P(C) \] (6.9)

Since, on average 10 percent of all completed Purchase transactions generate large orders, we have the following additional condition:
\[ P(E \mid D \cup E) = \frac{1}{10} \] (6.10)

\[ P(E \mid D \cup E) = \frac{P(E \cap (D \cup E))}{P(D \cup E)} = \]
\[ = \frac{P(E)}{P(D \cup E)} = \frac{P(E)}{P(D) + P(E)} = \frac{1}{10} \] (6.11)

which is equivalent to
\[ P(E) = \frac{1}{9} P(D) \] (6.12)

Finally, the following condition ensures that arriving tokens in place \( H \) are "processed" by transition \( t_8 \) in an order independent of the token color:
\[ P(A \cup B) = P(C \cup D \cup E) = P(F \cup G) = P(H) \] (6.13)

This is equivalent to
\[ P(A) + P(B) = P(C) + P(D) + P(E) = \]
\[ = P(F) + P(G) = P(H) \] (6.14)

Therefore, in order to enforce the desired behavior of dealer transactions, the weights of transition \( t_8 \)'s firing modes must be chosen in such a way that conditions (6.5), (6.6), (6.9), (6.12) and (6.14) are fulfilled. Note that being relative probabilities, the firing weights do not necessarily need to add up to 1. This leads to a system of seven simultaneous equations (see (6.15)) with eight variables. One possible solution is the following: \( P(A) = 16, P(B) = 1, P(C) = 13.6, P(D) = 3.06, P(E) = 0.34, P(F) = 13.6, P(G) = 3.4, P(H) = 17. \)
\[ P(B) = \frac{1}{16} P(A) \]
\[ P(G) = \frac{1}{4} P(F) \]
\[ P(D) + P(E) = \frac{1}{4} P(C) \]
\[ P(E) = \frac{1}{9} P(D) \]
\[ P(A) + P(B) = P(C) + P(D) + P(E) \]
\[ P(A) + P(B) = P(F) + P(G) \]
\[ P(A) + P(B) = P(H) \]

(6.15)

The proposed performance model has the following input parameters:

1. Initial population of place \( C_1 \), i.e. number of ‘B’, ‘P’ and ‘M’ tokens, corresponding to the number of concurrent dealer clients (Browse, Purchase and Manage) conducting dealer transactions.

2. Initial population of place \( C_2 \), i.e. number of ‘W’ tokens, corresponding to the number of planned production lines running in the manufacturing domain.

3. Service time of dealer transaction tokens (‘B’, ‘P’ and ‘M’) at the IS queue of place \( C_1 \), corresponding to the average dealer think time.

4. Service time of work order transaction tokens (‘W’) at the IS queue of place \( C_2 \), corresponding to the average manufacturing think time.

5. Service times of subtransaction tokens (‘b’, ‘p’, ‘m’, ‘w’ and ‘l’) at the queues of places \( A_i \), \( B_j \) and \( H \).

6. Service times of dealer subtransaction tokens (‘b’, ‘p’ and ‘m’) at the queue of place \( L \).
7. Number of application server nodes \( N \).

The workload intensity and service demand parameters from Section 6.3.3 (Tables 6.2 and 6.3) are used here to provide values for the above parameters. A separate set of parameter values is specified for each workload scenario considered. The service times of subtransactions at the queues of the model (items 5 and 6 in the list above) are estimated by dividing the total service demands of the respective transactions by the number of subtransactions they have.

### 6.3.5 Validate, refine and/or calibrate the model.

The model developed in the previous sections is now validated by comparing its predictions against measurements on the real system. Measurements are collected in the testing environment depicted in Figure 6.12. For details on the hardware and software used refer to Table 6.1. Two application server nodes are available for the validation experiments. The driver machine runs a modified version of the SPECjAppServer2004 driver that allows the user to configure precisely the transaction mix and intensity of the workload injected into the system. Specifically, the modified driver allows the user to set the number of concurrent dealer clients of each class emulated, as well as their average think time. Moreover, the user can specify the number of planned production lines run in the manufacturing domain and the time they wait after processing a work order before starting a new one, i.e. the manufacturing think time.

![System testing environment diagram](image)

**Figure 6.12: System testing environment.**

The model predictions are verified for a number of different scenarios under
different transaction mixes and workload intensities. The model input parameters for two specific scenarios considered here are shown in Table 6.4.

Table 6.4: Input parameters for validation scenarios.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Browse Clients</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>Purchase Clients</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>Manage Clients</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>Planned Lines</td>
<td>30</td>
<td>50</td>
</tr>
<tr>
<td>Dealer Think Time</td>
<td>5 sec</td>
<td>5 sec</td>
</tr>
<tr>
<td>Mfg Think Time</td>
<td>10 sec</td>
<td>10 sec</td>
</tr>
</tbody>
</table>

Table 6.5 compares the model predictions against measurements on the real system. The metrics considered are transaction throughput ($X_i$), transaction response time ($R_i$) and server utilization ($U_{LB}$ for the load balancer, $U_{AS}$ for the application server and $U_{DB}$ for the database server). Since LargeOrder transactions are processed asynchronously, they do not have a response time metric. The maximum modeling error for throughput is 8.1%, for utilization 10.2% and for response time 12.9%. Varying the transaction mix and workload intensity led to predictions of similar accuracy. Since these results are reasonable, the model is considered valid. Note that the model validation process is iterative in nature and is usually repeated multiple times as the model evolves. Even though the model is deemed valid at this point of the study, as we will see later, the model might lose its validity when it is modified in order to reflect changes in the system. Generally, it is required that the validation process is repeated after every modification of the model. However, even if the model has not been modified, it is recommended that validation is performed on a regular basis as the system and workload evolve.

6.3.6 Use model to predict system performance.

In Section 6.3.1 the following concrete goals were set for the performance study:

1. Predict the performance of the system under normal operating conditions with 4 and 6 WebLogic servers, respectively.

2. Determine if 6 WebLogic servers would be enough to ensure that the average response times of business transactions do not exceed half a second during peak conditions.
### Table 6.5: Validation results.

<table>
<thead>
<tr>
<th>METRIC</th>
<th>Validation Scenario 1</th>
<th></th>
<th>Validation Scenario 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>Measured</td>
<td>Error</td>
<td>Model</td>
</tr>
<tr>
<td>$X_B$</td>
<td>3.784</td>
<td>3.718</td>
<td>+1.8%</td>
<td>6.988</td>
</tr>
<tr>
<td>$X_P$</td>
<td>1.948</td>
<td>1.963</td>
<td>-0.7%</td>
<td>3.781</td>
</tr>
<tr>
<td>$X_M$</td>
<td>1.940</td>
<td>1.988</td>
<td>-2.4%</td>
<td>5.634</td>
</tr>
<tr>
<td>$X_W$</td>
<td>2.713</td>
<td>2.680</td>
<td>+1.2%</td>
<td>4.469</td>
</tr>
<tr>
<td>$X_L$</td>
<td>0.197</td>
<td>0.214</td>
<td>-8.1%</td>
<td>0.377</td>
</tr>
<tr>
<td>$R_B$</td>
<td>289ms</td>
<td>256ms</td>
<td>+12.9%</td>
<td>704ms</td>
</tr>
<tr>
<td>$R_P$</td>
<td>131ms</td>
<td>120ms</td>
<td>+9.2%</td>
<td>309ms</td>
</tr>
<tr>
<td>$R_M$</td>
<td>139ms</td>
<td>130ms</td>
<td>+6.9%</td>
<td>329ms</td>
</tr>
<tr>
<td>$R_W$</td>
<td>1087ms</td>
<td>1108ms</td>
<td>-1.9%</td>
<td>1199ms</td>
</tr>
<tr>
<td>$U_{LB}$</td>
<td>20.1%</td>
<td>19.5%</td>
<td>+3.1%</td>
<td>39.2%</td>
</tr>
<tr>
<td>$U_{AS}$</td>
<td>41.3%</td>
<td>38.5%</td>
<td>+7.3%</td>
<td>81.8%</td>
</tr>
<tr>
<td>$U_{DB}$</td>
<td>9.7%</td>
<td>8.8%</td>
<td>+10.2%</td>
<td>19.3%</td>
</tr>
</tbody>
</table>

3. Predict how much system performance would improve if the load balancer is upgraded with a faster CPU.

4. Study the scalability of the system as the workload intensity increases and additional WebLogic servers are added.

5. Determine which servers would be most utilized under heavy load and investigate if they are potential bottlenecks.

The system model is now used to predict the performance of the system for the scenarios mentioned above. In order to validate our approach, for each scenario considered we will compare the model predictions against measurements on the real system. Note that this validation is not part of the methodology itself and normally it does not have to be done. Indeed, if we would have to validate the model results for every scenario considered, there would be no point in using the model in the first place. The reason we validate the model results here is to demonstrate the effectiveness of our methodology and showcase the predictive power of the QPN models it is based on.

Table 6.6 reports the analysis results for the scenarios under normal operating conditions with 4 and 6 application server nodes. In both cases, the model predictions are very close to the measurements on the real system. Even for response times, the modeling error does not exceed 10.1 percent.
Table 6.6: Analysis results for scenarios under normal conditions with 4 and 6 app. server nodes.

<table>
<thead>
<tr>
<th>METRIC</th>
<th>4 App. Server Nodes</th>
<th>6 App. Server Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>Measured</td>
</tr>
<tr>
<td>$X_B$</td>
<td>7.549</td>
<td>7.438</td>
</tr>
<tr>
<td>$X_P$</td>
<td>3.119</td>
<td>3.105</td>
</tr>
<tr>
<td>$X_M$</td>
<td>3.111</td>
<td>3.068</td>
</tr>
<tr>
<td>$X_W$</td>
<td>4.517</td>
<td>4.550</td>
</tr>
<tr>
<td>$X_L$</td>
<td>0.313</td>
<td>0.318</td>
</tr>
<tr>
<td>$R_B$</td>
<td>299ms</td>
<td>282ms</td>
</tr>
<tr>
<td>$R_P$</td>
<td>131ms</td>
<td>119ms</td>
</tr>
<tr>
<td>$R_M$</td>
<td>140ms</td>
<td>131ms</td>
</tr>
<tr>
<td>$R_W$</td>
<td>1086ms</td>
<td>1109ms</td>
</tr>
<tr>
<td>$U_{LB}$</td>
<td>38.5%</td>
<td>38.0%</td>
</tr>
<tr>
<td>$U_{AS}$</td>
<td>38.0%</td>
<td>35.8%</td>
</tr>
<tr>
<td>$U_{DB}$</td>
<td>16.7%</td>
<td>18.5%</td>
</tr>
</tbody>
</table>

Table 6.7: Analysis results for scenarios under peak conditions with 6 app. server nodes.

<table>
<thead>
<tr>
<th>METRIC</th>
<th>Original Load Balancer</th>
<th>Upgraded Load Balancer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>Measured</td>
</tr>
<tr>
<td>$X_B$</td>
<td>17.960</td>
<td>17.742</td>
</tr>
<tr>
<td>$X_P$</td>
<td>4.981</td>
<td>4.913</td>
</tr>
<tr>
<td>$X_M$</td>
<td>4.981</td>
<td>4.995</td>
</tr>
<tr>
<td>$X_W$</td>
<td>8.984</td>
<td>8.880</td>
</tr>
<tr>
<td>$X_L$</td>
<td>0.497</td>
<td>0.490</td>
</tr>
<tr>
<td>$R_B$</td>
<td>567ms</td>
<td>534ms</td>
</tr>
<tr>
<td>$R_P$</td>
<td>214ms</td>
<td>198ms</td>
</tr>
<tr>
<td>$R_M$</td>
<td>224ms</td>
<td>214ms</td>
</tr>
<tr>
<td>$R_W$</td>
<td>1113ms</td>
<td>1135ms</td>
</tr>
<tr>
<td>$U_{LB}$</td>
<td>86.6%</td>
<td>88.0%</td>
</tr>
<tr>
<td>$U_{AS}$</td>
<td>54.3%</td>
<td>53.8%</td>
</tr>
<tr>
<td>$U_{DB}$</td>
<td>32.9%</td>
<td>34.5%</td>
</tr>
</tbody>
</table>
Table 6.7 shows the model predictions for two scenarios under peak conditions with 6 application server nodes. The first one uses the original load balancer, while the second one uses an upgraded load balancer with a faster CPU. The faster CPU results in lower service demands as shown in Table 6.8. With the original load balancer, six application server nodes turned out to be insufficient to guarantee average response times of business transactions below half a second. However, with the upgraded load balancer this was achieved. In the rest of the scenarios considered, the upgraded load balancer will be used.

Table 6.8: Load balancer service demands.

<table>
<thead>
<tr>
<th>Load Balancer</th>
<th>Browse</th>
<th>Purchase</th>
<th>Manage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>42.72ms</td>
<td>9.98ms</td>
<td>9.93ms</td>
</tr>
<tr>
<td>Upgraded</td>
<td>32.25ms</td>
<td>8.87ms</td>
<td>8.56ms</td>
</tr>
</tbody>
</table>

Table 6.9: Analysis results for scenarios under heavy load with 8 app. server nodes.

<table>
<thead>
<tr>
<th>METRIC</th>
<th>Heavy Load Scenario 1</th>
<th>Heavy Load Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>Measured</td>
</tr>
<tr>
<td>$X_B$</td>
<td>26.505</td>
<td>25.905</td>
</tr>
<tr>
<td>$X_P$</td>
<td>4.948</td>
<td>4.817</td>
</tr>
<tr>
<td>$X_M$</td>
<td>4.944</td>
<td>4.825</td>
</tr>
<tr>
<td>$X_W$</td>
<td>8.984</td>
<td>8.820</td>
</tr>
<tr>
<td>$X_L$</td>
<td>0.497</td>
<td>0.488</td>
</tr>
<tr>
<td>$R_B$</td>
<td>664ms</td>
<td>714ms</td>
</tr>
<tr>
<td>$R_P$</td>
<td>253ms</td>
<td>257ms</td>
</tr>
<tr>
<td>$R_M$</td>
<td>263ms</td>
<td>276ms</td>
</tr>
<tr>
<td>$R_W$</td>
<td>1116ms</td>
<td>1128ms</td>
</tr>
<tr>
<td>$U_{LB}$</td>
<td>94.1%</td>
<td>95.0%</td>
</tr>
<tr>
<td>$U_{AS}$</td>
<td>54.5%</td>
<td>54.1%</td>
</tr>
<tr>
<td>$U_{DB}$</td>
<td>38.8%</td>
<td>42.0%</td>
</tr>
</tbody>
</table>

We now investigate the behavior of the system as the workload intensity increases beyond peak conditions and further application server nodes are added. Table 6.9 shows the model predictions for two scenarios with an increased number of concurrent Browse clients, i.e. 150 in the first one and 200 in the second one. In both
scenarios the number of application server nodes is 8. As evident from the results, the load balancer is completely saturated when increasing the workload intensity and it becomes a bottleneck limiting the overall system performance. Therefore, adding further application server nodes would not bring any benefit, unless the load balancer is replaced with a faster one.

Since the load balancer is the bottleneck resource, it is interesting to investigate its behavior a little further. Until now it was assumed that when a request arrives at the load balancer, there is always a free thread which can start processing it immediately, i.e. there is no thread contention. However, if one keeps increasing the workload intensity, the number of concurrent requests at the load balancer will eventually exceed the number of available threads. The latter would lead to thread contention, resulting in additional delays at the load balancer, not captured by our system model. This is a typical example how a valid model may lose its validity as the workload evolves. We will now show how the model can be refined to capture the thread contention at the load balancer. As discussed in Section 6.2.4, passive system resources such as threads can be modeled as tokens inside ordinary places. In Figure 6.13, an extended version of our system model is shown, which includes an ordinary place $T$ representing the load balancer thread pool. Before a dealer request (i.e. dealer subtransaction token ’d’) is scheduled for processing at the load balancer CPU (place $L$), a token ’t’ representing a load balancer thread is allocated from the thread pool (place $T$). After the dealer request has been served at the load balancer CPU, the thread token is returned back to the thread pool. Thus, if an arriving dealer request finds no available thread tokens in the thread pool, it will have to wait in place $G$ until a thread is released. The initial population of place $T$ determines the number of threads in the load balancer thread pool.

At first sight, this appears to be the right approach to model the thread contention at the load balancer. However, an attempt to validate the extended model reveals a significant discrepancy between the model predictions and measurements on the real system. In particular, it stands out that predicted response times are much lower than measured response times for dealer transactions with low workload intensities. A closer investigation shows that the problem is in the way dealer subtransaction tokens arriving in place $G$ are scheduled for processing at the load balancer CPU (place $L$). Dealer subtransaction tokens become available for firing of the output transition $t_2$ immediately upon their arrival at place $G$. Thus, whenever arriving tokens are blocked in place $G$ (because of lack of threads) their order of arrival is lost. After a thread is released, transition $t_2$ fires in one of its enabled modes (‘b’, ‘p’ or ‘m’) with equal probability. Therefore, the order in which waiting subtransaction tokens are scheduled for processing at the load balancer CPU does not match the order of their arrival at place $G$. This obviously does not reflect the way the real system works and renders the model unrepresentative.
Figure 6.13: Extended QPN model of the system (capturing thread contention at the load balancer).

On average, dealer transactions with high workload intensity would be expected to have more subtransaction tokens blocked in place \( G \) (waiting for threads) than dealer transactions with low workload intensities. However, when choosing the next subtransaction token to schedule for processing, all subtransaction types are treated equally irrespective of the arrival order of their tokens. Thus, if one hundred 'b' tokens followed by a single 'p' token arrive at place \( G \) and are blocked because of no available threads, the 'p' token would have 50% chance of being scheduled next when a thread becomes available, overtaking the one hundred 'b' tokens. This explains why predicted response times were shorter than measured response times for transactions with low workload intensities.

The above situation describes a common drawback of QPN models, i.e. tokens inside ordinary places and depositories are not distinguished in terms of their order of arrival. In order to address this problem, SimQPN introduces the notion of departure disciplines for ordinary places and depositories. The departure discipline determines the order in which arriving tokens become available for output transitions of the place or depository. Currently, two departure disciplines are supported, Normal (used by default) and First-In-First-Out (FIFO). The former implies that
tokens become available for output transitions immediately upon arrival just like in conventional QPN models. The latter implies that tokens become available for output transitions in the order of their arrival, i.e. a token can leave the place/depository only after all tokens that have arrived before it have left, hence the term FIFO.

Coming back to the problem above with the way thread contention is modeled, we now change the departure discipline of place $G$ from Normal to FIFO. This ensures that subtransaction tokens waiting at place $G$ are scheduled for processing in the order in which they arrive. After this change, the model passes the validation tests and can be used for performance prediction.

We now consider two additional heavy load scenarios with an increased number of concurrent dealer clients leading to thread contention in the load balancer. The workload intensity parameters for the two scenarios are shown in Table 6.10. The first scenario has a total of 360 concurrent dealer clients, the second 420. Table 6.11 compares the model predictions for the first scenario in two configurations with 8 application server nodes and 15 and 30 load balancer threads, respectively. Table 6.12 presents the same results for the second scenario in a configuration with 8 application server nodes and 20 load balancer threads. In addition to response times, throughput and utilization, the average length of the load balancer thread queue ($N_{LBTQ}$) is considered. The latter corresponds to the average token population of place $G$. As evident from the results, the model predictions are very close to the measurements and even for response times the modeling error does not exceed 16.8%. Repeating the analysis for a number of variations of the model input parameters led to results of similar accuracy.

### Table 6.10: Workload intensity parameters for heavy load scenarios with thread contention.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Heavy Load Sc. 3</th>
<th>Heavy Load Sc. 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Browse Clients</td>
<td>300</td>
<td>270</td>
</tr>
<tr>
<td>Purchase Clients</td>
<td>30</td>
<td>90</td>
</tr>
<tr>
<td>Manage Clients</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>Planned Lines</td>
<td>120</td>
<td>120</td>
</tr>
<tr>
<td>Dealer Think Time</td>
<td>5 sec</td>
<td>5 sec</td>
</tr>
<tr>
<td>Mfg Think Time</td>
<td>10 sec</td>
<td>10 sec</td>
</tr>
</tbody>
</table>
Table 6.11: Analysis results for heavy load scenario 3 with 15 and 30 load balancer threads and 8 app. server nodes.

<table>
<thead>
<tr>
<th>METRIC</th>
<th>Heavy Load Sc. 3 with 15 Thr.</th>
<th>Heavy Load Sc. 3 with 30 Thr.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>Measured</td>
</tr>
<tr>
<td>$X_B$</td>
<td>28.607</td>
<td>27.323</td>
</tr>
<tr>
<td>$X_P$</td>
<td>4.501</td>
<td>4.220</td>
</tr>
<tr>
<td>$X_M$</td>
<td>4.489</td>
<td>4.387</td>
</tr>
<tr>
<td>$X_W$</td>
<td>10.784</td>
<td>10.660</td>
</tr>
<tr>
<td>$X_L$</td>
<td>0.447</td>
<td>0.410</td>
</tr>
<tr>
<td>$R_B$</td>
<td>5495ms</td>
<td>5740ms</td>
</tr>
<tr>
<td>$R_P$</td>
<td>1674ms</td>
<td>1977ms</td>
</tr>
<tr>
<td>$R_M$</td>
<td>1685ms</td>
<td>1779ms</td>
</tr>
<tr>
<td>$R_W$</td>
<td>1125ms</td>
<td>1158ms</td>
</tr>
<tr>
<td>$U_{LB}$</td>
<td>100.0%</td>
<td>93.0%</td>
</tr>
<tr>
<td>$U_{AS}$</td>
<td>57.9%</td>
<td>57.8%</td>
</tr>
<tr>
<td>$U_{DB}$</td>
<td>41.6%</td>
<td>44.0%</td>
</tr>
<tr>
<td>$N_{LBTQ}$</td>
<td>146</td>
<td>161</td>
</tr>
</tbody>
</table>

Table 6.12: Analysis results for heavy load scenario 4 with 20 load balancer threads and 8 app. server nodes.

<table>
<thead>
<tr>
<th>METRIC</th>
<th>Heavy Load Sc. 4 with 20 Threads</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
</tr>
<tr>
<td>$X_B$</td>
<td>24.978</td>
</tr>
<tr>
<td>$X_P$</td>
<td>13.305</td>
</tr>
<tr>
<td>$X_M$</td>
<td>8.867</td>
</tr>
<tr>
<td>$X_W$</td>
<td>10.766</td>
</tr>
<tr>
<td>$X_L$</td>
<td>1.333</td>
</tr>
<tr>
<td>$R_B$</td>
<td>5808ms</td>
</tr>
<tr>
<td>$R_P$</td>
<td>1772ms</td>
</tr>
<tr>
<td>$R_M$</td>
<td>1782ms</td>
</tr>
<tr>
<td>$R_W$</td>
<td>1145ms</td>
</tr>
<tr>
<td>$U_{LB}$</td>
<td>100.0%</td>
</tr>
<tr>
<td>$U_{AS}$</td>
<td>62.4%</td>
</tr>
<tr>
<td>$U_{DB}$</td>
<td>51.7%</td>
</tr>
<tr>
<td>$N_{LBTQ}$</td>
<td>151</td>
</tr>
</tbody>
</table>
6.3.7 Analyze results and address modeling objectives.

We can now use the results from the performance analysis to address the goals established in Section 6.3.1. By means of the developed QPN model, we were able to predict the performance of the system under normal operating conditions with 4 and 6 WebLogic servers. It turned out that using the original load balancer, six application server nodes were insufficient to guarantee average response times of business transactions below half a second. Upgrading the load balancer with a slightly faster CPU led to the CPU utilization of the load balancer dropping by a good 20 percent. As a result, the response times of dealer transactions improved by 15 to 27 percent, meeting the "half a second" requirement. However, increasing the workload intensity beyond peak conditions revealed that the load balancer was a bottleneck resource, preventing us to scale the system by adding additional WebLogic servers (see Figure 6.14). Therefore, in light of the expected workload growth, the company should either replace the load balancer machine with a faster one or consider using a more efficient load balancing method. After this is done, the performance analysis should be repeated with the new load balancer to make sure that there are no other system bottlenecks. It should also be ensured that the load balancer is configured with enough threads so that there is no thread contention.

![Diagram showing server CPU utilization in considered scenarios.](image-url)

Figure 6.14: Predicted server CPU utilization in considered scenarios.
6.4 Concluding Remarks

In this chapter, a practical performance modeling methodology for DCS was presented. The methodology takes advantage of the modeling power and expressiveness of the QPN modeling formalism to improve model representativeness and enable accurate performance prediction. We presented a detailed case study in which a model of a realistic DCS was constructed and used to analyze its performance and scalability. The model representativeness was validated by comparing its predictions against measurements on the real system. A number of different deployment configurations and workload scenarios were considered. In addition to CPU and I/O contention, it was shown how some more complex aspects of system behavior, such as thread contention and asynchronous processing, can be modeled. The model proved to accurately reflect the performance and scalability characteristics of the system under study. The modeling error for transaction response time did not exceed 21.2% and was much lower for transaction throughput and resource utilization. The proposed performance modeling methodology provides a powerful tool for performance engineering of DCS.
Chapter 7

Related Work

I think there is a world market for maybe five computers.
— Thomas J. Watson, Chairman of IBM, 1943

7.1 Benchmarking DCS

In this section, we review some related work in the area of benchmarking and performance evaluation of DCS using artificial workloads.

Standard Benchmarks The Transaction Processing Performance Council (TPC) has released two benchmarks that can be used for benchmarking DCS. The first one is the TPC Benchmark™ W (TPC-W) [165], which has been available since 2000. The second one is the TPC Benchmark™ App (TPC-App) [164], which was released in December, 2004. It is important to note that, unlike SPEC, TPC does not provide implementations of its benchmarks. A TPC benchmark is essentially a specification that defines an application and a set of requirements on the workload that has to be run. The user is expected to implement the benchmark application and workload on the platform to be tested. Having said that, we now take a closer look at the two benchmarks mentioned above.

TPC-W is a transactional Web benchmark. It comprises a set of basic operations designed to exercise business-oriented transactional Web servers. These basic operations have been given a real-life context, portraying the activity of a retail store Web site supporting user browsing, searching and online ordering functionality. The majority of visitor activity is browsing. Some percentage of all visits result
in submitting a new order. In addition to using the system as a store-front, it is also used for administration of the Web site.

TPC-App, on the other hand, is an application server and Web Services benchmark. It comprises a set of basic operations designed to exercise transactional application server functionality in a manner representative of business-to-business Web service environments. TPC-App showcases the performance capabilities of application server systems. It does not benchmark the logic needed to process or display the presentation layer (for example, HTML) to the clients. The application portrayed by the TPC-App is a retail distributor on the Internet with ordering and product browsing scenarios. The majority of requests generate order purchase activity with a smaller portion requesting item catalog information.

While, TPC-W and TPC-App may look similar to SPECjAppServer2004, none of them comes close to the scope and complexity of the workload modeled by SPECjAppServer2004. In addition to online order processing, SPECjAppServer2004 models just-in-time manufacturing and supply chain management, which are not covered by either TPC-W or TPC-App. Another difference is that SPECjAppServer2004 measures the performance of an end-to-end DCS, encompassing all platform services used to implement the presentation, business and data logic, including dynamic Web page generation, transaction processing, asynchronous messaging, database connectivity, persistence, etc. Both TPC-W and TPC-App, on the other hand, are focused on subsets of these services. For example, TPC-W does not cover asynchronous messaging, whereas TPC-App does not cover dynamic Web page generation.

**Proprietary Benchmarks**  Beside industry-standard benchmarks, a number of proprietary benchmarks for DCS have been developed and used in the industry. For example, IBM has been using Trade3 [67] - the third generation of the WebSphere end-to-end benchmark and performance sample application. The Trade3 workload models an online stock brokerage application and has been designed to showcase the performance and scalability of the key components and features of the WebSphere platform.

Another example is the Java™Pet Store Demo [156] - a J2EE sample application developed under the J2EE Blueprints program at Sun Microsystems. The Java Pet Store application demonstrates how to use the capabilities of the J2EE platform to develop flexible, scalable and cross-platform enterprise applications. Although it was never meant as a benchmark, several companies have used the Java Pet Store to test and showcase the performance of their products. This has led to some contradictive performance comparisons and marketing claims [3, 120, 122, 124, 163].

Two other proprietary benchmarks that have been used to compare middleware platforms are Doculabs’ Nile @Bench benchmark [121] and Urbancode’s EJB Benchmark [168]. The .NET Framework Community (GotDotNet) hosts a Web site [123] containing resources on evaluating Microsoft .NET vs. J2EE application server tech-
nologies. Some free benchmarking suites for CORBA-based systems are available from Charles University Distributed System Group’s Web page [40].

Open-Source Benchmarks In the open-source arena, the ObjectWeb open-source middleware consortium has initiated the JMOB (Java Middleware Open Benchmarking) [128] project with the aim to support the development and distribution of open-source middleware benchmarks. Several benchmarks are currently available including RUBiS (Rice University Bidding System) [129] - an auction site prototype modeled after eBay.com, Stock-Online [130] - a simple online stockbroking system, and RUBBoS [127] - bulletin board benchmark modeled after an online news forum like Slashdot.org.

Applications of Benchmarks in Research Numerous research articles have been published that exploit benchmarks for studying different aspects of the performance and scalability of DCS.

In [70] we use the Java™Pet Store application to evaluate the impact on system performance when introducing Web Service interfaces to an originally tightly coupled application. Using two implementation variants of the application, one based strictly on the J2EE 1.3 platform and the other implementing some interfaces as Web Services, performance is compared in terms of the achieved overall throughput, response time and latency.

In [37], Cecchet et al. use the RUBiS benchmark to investigate the combined effect of the application implementation method, container design and efficiency of communication layers on the performance and scalability of J2EE application servers. Five different EJB implementations of the auction site are compared: stateless session beans (SMP), entity beans with CMP, entity beans with BMP, entity beans with session façade beans, and EJB 2.0 local interfaces (entity beans with only local interfaces and session façade beans with remote interfaces). In addition, a Java servlets-only version that does not use EJB is considered. The results of the study are quite interesting, however, unfortunately only open-source application servers have been considered and it is not clear to what extent the conclusions can be generalized to commercial application servers.

Ran et al. [136] developed the Stock-Online [130] benchmark and used it to evaluate competing J2EE platforms and compare their performance and scalability [60]. The benchmark was developed as part of CSIRO’s Middleware Technology Evaluation (MTE) project and was later made open-source [128]. It has also been applied to test different J2EE programming idioms and design patterns [59]. Furthermore, based on the benchmark, a J2EE performance tuning methodology was developed.

In [27, 28], Brebner and Gosper use the ECperf benchmark to evaluate the scalability of the J2EE platform in general. They analyze the published ECperf results and find some trends and correlations indicating that the J2EE technology is very
scalable, both in a scale-up and scale-out manner. Other observed trends include, a linear correlation between middle-tier total processing power and throughput, as well as between J2EE application server license costs and throughput. However, the results clearly indicate that there is an increasing cost per user with increasing capacity systems, and scale-up is proportionately more expensive than scale-out.

Karlsson et al. [72] use the ECperf benchmark to study the memory system behavior of commercial J2EE-based middleware. They present a detailed characterization of the memory system behavior of ECperf running on both commercial server hardware and in a simulated environment. In [73] they extend their study by comparing ECperf against SPECjbb2000. In [176], Zhang et al. present a comparison of ECperf against IBM’s Trade2 benchmark.

Basilio [9] uses the ECperf workload in order to evaluate the performance of the BEA WebLogic JRockit JVM on the Itanium II platform. The internals of JVMs in general and JRockit in particular are deeply studied, and issues like JRockits performance, scalability, reliability and tuning options are tested, compared to other JVMs and analyzed.

Cain et al. [34] characterize the memory system and branch predictor behavior of a Java Servlet implementation of TPC-W. They evaluate the effectiveness of a coarse-grained multi-threaded processor at increasing system throughput using TPC-W and other commercial workloads. The results show a system throughput improvement from 8% to 41% for a two context processor, and 12% to 60% for a four context uniprocessor over a single-threaded uniprocessor, despite decreased branch prediction accuracy and cache hit rates.

Chalainanont et al. [39] use the SPECjAppServer2002 benchmark as a representative workload to investigate the performance of L3 cache of Java Application servers. Shared L3 cache with sizes ranging from 4M to 1G are simulated utilizing the Programmable Hardware-Assisted Cache Emulator (PHAE). Additionally, the impact of heap size and garbage collection method on the behavior of the L3s under study is analyzed. Heap sizes of 0.75G to 1.5G are simulated. Parallel and generational concurrent garbage collection methods are compared. Finally, the push cache technique that has the priority agent to place updated lines to the cache in place of sending read invalidate requests is evaluated.

Lixin et al. [153] compare the SPECjAppServer2002 and SPECjAppServer2004 workloads in terms of system behavior, execution profile and microarchitecture performance characteristics. Their results show that SPECjAppServer2004 demands significantly more system resources. The after GC heap size increases by more than 2 times, the disk traffic rises by more than 10 times. The new workload also stresses the JVM more than the Java code. The JVM’s execution time portion increases by roughly 20% from 6.4% to 7.9%. At the microarchitectural level, the new workload results in about 13% more branches per instruction and a 19% higher branch misprediction ratio.
7.2 Tools/Techniques for QPN Analysis

A large body of work exists on analysis techniques for QN and SPN models. There have been numerous attempts to address the largeness problem, resulting in many exact and approximate analysis techniques. A number of numerical analysis methods, most of them based on model decomposition, have been proposed [30, 32, 47, 49, 56, 76, 77, 96]. Furthermore, many efficient simulation techniques for SPNs are available [57, 75, 79, 118]. Based on the above analysis techniques, numerous analysis tools for QNs and/or SPNs have been developed. Some of the more popular ones are TimeNET [58, 177], Möbius [48, 50], SPNP [46, 64], SMART [45], UltraSAN [142], GreatSPN [44], SHARPE [63], PEPSY-QNS [25], QNAT [74] and RASQ [71].

However, none of the above mentioned tools support QPN models. To the best of our knowledge [167], there is currently only one tool available for modeling and analysis using QPNs. This is the HiQPN-Tool [14] that we used in Chapter 4. The latter allows the hierarchical specification of QPN models and supports a number of methods that exploit the hierarchical structure for efficient numerical analysis. The main idea is to represent the huge generator matrix of the underlying Markov chain by much smaller matrices, each describing a submodel, which are combined using tensor operations [30, 31]. This technique, called structured analysis, allows models to be solved that are about an order of magnitude larger than those analyzable with conventional techniques [13]. A salient property of the hierarchical approach is that it does not depend on model symmetries and leads to exact results. The HiQPN-Tool supports a number of structured analysis methods, including Structured Power, Structured SOR and Structured JOR. In addition, some approximation analysis methods are supported. While the structured analysis approach does alleviate the largeness problem, as shown in Chapter 4, it does not eliminate it since models of realistic systems are still too large to be numerically tractable.

7.3 Performance Engineering of DCS

In this section, we review some related work on methodologies for performance engineering of DCS exploiting model-based performance prediction techniques.

Mania and Murphy [100] have been working on a technique that automatically builds performance models from trace files generated by non-intrusive monitoring of a J2EE-based server. The model helps developers to understand the behavior of the system and improve its performance. However, no implementation of the framework is available yet.

Larsson et al. [90] describe a methodology for predicting the behavior of a product software system before it is built. They have proposed the use of a prediction enabled component technology for developing and maintaining a component-based
product line architecture in the real-time system’s domain. They illustrate predictability of assemblies for the specified component model considering two concrete assembly’s properties from a real-time product line’s point of view: version consistency and end-to-end deadline.

Dumitrascu et al. [53] have proposed a high-level methodology for predicting the performance of component-based applications. Their methodology is focused on Microsoft .NET-based systems and is based on creating performance profiles for .NET components, assemblies and connection types. A “divide-and-conquer” strategy is used to estimate the performance attributes of an assembly on the basis of the performance attributes of the single components. No implementation of the methodology is available yet.

Chen et al. [41, 42] propose an empirical approach to determine the performance characteristics of component-based applications by benchmarking and profiling. A set of test cases are run to exercise components and measure their behavior. Empirical measures are then used to construct a performance model that describes the generic performance behavior of the respective class of component-based applications (for e.g. J2EE, .NET or CORBA). Applications are viewed as black-boxes and the models used are very simplistic because they do not capture any application-specific behavior. As a result, the information that can be obtained by analyzing the models is very limited.

Balsamo and Marzolla [7, 103] propose an algorithm for deriving simulation models from software architecture specifications. The proposed algorithm generates a process-oriented simulation model from annotated UML use case, activity and deployment diagrams. Simulation provides performance results that are inserted into the UML diagrams as tagged values. The methodology has been implemented into a prototype tool called UML-ψ (UML Performance SImulator). Currently only active resources are supported.

In [105] Mc Guinness et al. use the open-source modeling tool Ptolemy II [17] to build a simulation model of an EJB system. The effect of several model input parameters (e.g. number of CPUs, CPU speeds, number of threads, etc.) on the system performance is analyzed. However, the system modeled is too simple to be representative of real-world systems. Moreover, the model is not validated against the real system to verify if assumptions made when constructing it are valid. Therefore, it is not clear if the results presented can be trusted.

Bertolino and Mirandola [19] propose an original approach, called the CB-SPE, for component-based software performance engineering. CB-SPE builds on, and adapts to a CB framework, the concepts and steps of the SPE technology and uses for modeling the standard RT-UML profile, reshaped according to the CB principles. The approach is compositional in that it is applied first at the component layer for achieving parametric performance evaluation of the component in isolation, and then at the application layer for predicting the performance of the assembled
components on the actual platform. In [20, 21] the approach is extended and a concrete implementation is presented.

Wu et al. [175] describe an approach for component-based performance prediction based on performance submodels for each system component, and a system assembly model to describe the binding together of library components and new components into a product. A component can be arbitrarily complex, including a subsystem of concurrent processes. The description pays particular attention to identifying the information that must be provided with the components, and with the bindings, and to providing for parameterization to describe different configurations and workloads. LQNs are exploited as underlying modeling formalism.

A large body of work exists on more general approaches for software performance engineering. In [6] Balsamo at al. present a comprehensive review of recent research in the field of model-based performance prediction at software development time.

While a lot of work has been done to support the performance engineering of DCS, this work is limited in the following ways:

- Most of the approaches proposed have never been implemented.
- To the best of our knowledge, none of the approaches have been validated on real-world DCS of the size and complexity of the ones considered in this thesis.
- None of the approaches have been shown to provide the modeling accuracy and predictive power of the approach proposed in this thesis.
Chapter 8

Summary and Outlook

For which one of you, when he wants to build a tower, does not first sit down and estimate the cost to see if he has enough to complete it?

Do not plan a bridge capacity by counting the number of people who swim across the river today.
– Heard at a Presentation

In this thesis, we have proposed a systematic approach for performance engineering of DCS that helps to identify performance and scalability (P&S) problems early in the development cycle and ensure that systems are designed and sized to meet their QoS requirements. The proposed approach builds on the fact that the P&S of a DCS is a function of the P&S of the hardware and software platforms it is built on, and the P&S of the system design. Therefore, if a DCS is to provide good P&S, both the platforms used and the system design must be efficient and scalable. To this end, we suggest that in the beginning of the system life cycle, the P&S of the platforms chosen are validated using standard benchmarks and that performance models are then exploited to evaluate the system P&S throughout the development cycle. In contrast to the ”fix-it-later” approach, this approach helps to identify P&S problems early in the system life cycle and eliminate them with minimal overhead. The specifics of the proposed approach and the contributions of the thesis are now summarized.

In the first part of the thesis, we advocated the use of industry-standard benchmarks to evaluate the P&S of the hardware and software platforms used to build DCS. We focused on J2EE-based platforms since they are currently the technol-
ogy of choice for DCS. We discussed the five most important requirements that benchmarks must fulfill in order for them to provide reliable results: they must be representative of real-world systems, must exercise and measure all critical services provided by platforms, must not be tuned/optimized for specific products, must generate reproducible results and must not have any inherent scalability limitations. Unfortunately, until recently, benchmarks used in the J2EE industry were mostly proprietary and they failed to meet these requirements. There was a need for an industry-standard benchmark that would provide a reliable method to evaluate the P&S of J2EE platforms. In Chapter 2, we presented the ECperf benchmark and its successor benchmarks SPECjAppServer2001 and SPECjAppServer2002 which were developed with the goal to address this need. We discussed some scalability issues that we discovered in the design of these benchmarks and proposed solutions to address them. The proposed solutions were published in [84] and [83]. Furthermore, they were submitted both to the ECperf expert group at Sun Microsystems and to SPEC’s OSG-Java subcommittee where they were discussed and approved.

The SPECjAppServer2001 and SPECjAppServer2002 benchmarks evolved into a new industry-standard benchmark for J2EE platforms in whose specification and development the author was involved as release manager and lead developer. The benchmark was called SPECjAppServer2004 and it was released in April 2004. This benchmark provided a new enhanced workload exercising all major services of J2EE platforms in a complete end-to-end application scenario. SPECjAppServer2004 quickly established itself as the state-of-the-art industry-standard benchmark for J2EE-based platforms and it enjoys extreme popularity and market adoption for a benchmark of this size and complexity. The latter is due to the following advantages that SPECjAppServer2004 provides [82]:

1. It models a realistic application and workload.
2. It exercises all major services of J2EE platforms and measures the end-to-end platform P&S.
3. It has been tested on multiple hardware and software platforms and has proven to scale well from low-end desktop PCs to high-end servers and large clusters.
4. It has not been optimized for any specific platform and provides a level playing field for performance comparisons.
5. It can be used for stress/regression testing and bottleneck analysis.
6. Official benchmark results are made publicly available and can be used free of charge. Prior to publication, results are reviewed by subject experts making sure that the benchmark was run correctly and results are valid.
7. Last but not least, the benchmark can be used as a sample (blueprint) application, demonstrating J2EE best practices and design patterns for building scalable applications.

Doing benchmarking prior to starting system development ensures that P&S problems in the platforms used are discovered and addressed in time. Applications can then be developed with confidence that there are no bottlenecks or inefficiencies in the platforms employed. However, while the main purpose of benchmarks like SPECjAppServer2004 and its predecessors is to measure the P&S of platforms, they could equally well be exploited to study the effect of different platform configuration settings and tuning parameters on the overall system performance. Thus, benchmarking not only helps to choose the best platform and validate its P&S, but also helps to identify the configuration parameters most critical for P&S. In Chapter 2, we presented some case studies with ECperf and SPECjAppServer2004 that demonstrated this. The case studies were published in [83] and [88].

While building on a scalable and optimized platform is a necessary condition for achieving good P&S, unfortunately it is not sufficient. The application, i.e. the DCS, built on the selected platform must also be designed to be fast and scalable. The second major contribution of this thesis was the development of a performance engineering framework for DCS that provides a method to evaluate the P&S of the latter during the different phases of their life cycle. This helps to identify design problems early in the development cycle and have them resolved in time. The framework is made up of two parts. The first part, presented in Chapter 5, provides a tool and methodology (called SimQPN) for analyzing QPN models by means of simulation, circumventing the state-space explosion problem. This allows QPN models of realistic DCS to be analyzed. The contributions in this area were accepted for publication at [87]. The second part of the framework, presented in Chapter 6, provides a practical performance modeling methodology that shows how to model DCS using QPNs and use the models for performance evaluation. The methodology has been submitted for publication at [81] and is currently under review. Being based on QPN models, our approach has the following benefits:

1. QPN models allow the integration of hardware and software aspects of system behavior and lend themselves very well to modeling DCS.

2. QPN models combine the modeling power and expressiveness of the conventional queueing network and stochastic Petri net models and allow complex aspects of system behavior to be accurately modeled.

3. By restricting ourselves to QPN models, we can exploit the knowledge of their structure and behavior for fast and efficient analysis using simulation. This enables us to analyze models of large and complex DCS and ensures that our approach scales to realistic systems.
4. QPNs can be used to combine qualitative and quantitative system analysis. A number of efficient qualitative analysis techniques from Petri net theory are readily available and can be exploited.

5. Last but not least, QPN models have an intuitive graphical representation that facilitates model development.

In Chapter 4, we presented two practical performance modeling case studies in which we studied realistic DCS using conventional modeling and analysis techniques. The studies illustrated the difficulties stemming from the limited model expressiveness, on the one hand, and from the limitations in the available analysis methods, on the other hand. The need for more robust and scalable model analysis techniques was discussed and motivated. The two case studies were published in [85] and [86], respectively. In Chapter 6, another modeling case study was presented which showed how the problems mentioned above can be addressed using the proposed performance engineering framework. The case study, which was included in [81], can be seen as a validation of our approach.

8.1 Ongoing and Future Work

The SPECjAppServer benchmark suite will continue to be extended and enhanced as the J2EE platform evolves. An important extension will be the inclusion of functionality to exercise Web services which were introduced in J2EE 1.4. Another important change will be the migration of the benchmark to the J2EE 1.5 programming model which would make deployment of the benchmark much easier and reduce the learning curve faced when setting up the benchmark for the first time.

The work on SimQPN will also be continued. A graphical frontend (GUI) to the tool is planned which will make the tool easier to use and more user-friendly. Furthermore, the following enhancements will be made in future versions of the tool:

- Support for timed transitions and immediate queueing places.
- Support for load-dependent service demands.
- Support for deterministic distributions.
- Support for more scheduling strategies.
- Support for hierarchical queueing Petri nets (HQPNs).
- Support for parallel simulation.
- Support for additional methods for determining the length of the initial transient and for output data analysis.
Another area of future work is the extension of the proposed performance engineering framework with modeling templates (patterns) for DCS. Templates would speed up model development by making it possible to reuse models for multiple systems. It would also be interesting to explore the possibilities to automatically generate performance models or parts thereof from higher-level system models defined using UML diagrams. The estimation of service demands at the early stages of system development is another problem that needs further research.

Finally, the proposed performance modeling methodology can be exploited as a basis to build a framework for developing autonomic self-managing systems.
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