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ABSTRACT
The use of event-based communication within a Service-Oriented Architecture promises several benefits including more loosely-coupled services and better scalability. However, the loose coupling of services makes it difficult for system developers to estimate the behavior and performance of systems composed of multiple services. Most existing performance prediction techniques for systems using event-based communication require specialized knowledge to build the necessary prediction models. Furthermore, general purpose design-oriented performance models for component-based systems provide limited support for modeling event-based communication. In this paper, we propose an extension of the Palladio Component Model (PCM) that provides natural support for modeling event-based communication. We show how this extension can be exploited to model event-driven service-oriented systems with the aim to evaluate their performance and scalability.
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1. INTRODUCTION
In the enterprise context, business processes are often driven by real-life events, e.g., arrival of a shipment or receipt of a new order. The combination of event-based communication and Service-Oriented Architecture (SOA) provides a good basis for implementing the IT services underlying such business processes [24]. Compared to synchronous request/reply communication, event-based communication among services using a mediating communication bus promises several benefits [15]. For example, being asynchronous in nature, it allows a send-and-forget approach, i.e., a service that sends a message can continue its execution without waiting for the receiver to acknowledge the message or react on it. Furthermore, the loose-coupling of services achieved through the mediating communication bus enables an easy extension of the system since new services have to be connected to the bus only and not to each individual service they communicate with.

However, the above benefits come along with some new challenges for system developers and architects [15]. The event-driven programming model is more complex because the application logic is distributed among multiple independent event handlers and the flow of control during execution is more difficult to track. On the one hand, the asynchronous communication might improve the system performance, on the other hand, the introduction of an intermediary between message senders and receivers introduces some overhead. It is difficult to predict the influences of the event-based communication and the underlying message bus on the system performance especially in the early phases of system development when no implementation is available for testing. Performance modeling and prediction techniques, surveyed in [3] and [5], support the architect in evaluating different design alternatives. However, most existing performance prediction techniques for systems using event-based communication require specialized knowledge to build the necessary prediction models (e.g., [2, 8, 16]). Furthermore, general purpose design-oriented performance models for component-based systems provide limited support for modeling event-based communication.

In this paper, we propose an extension of the Palladio Component Model (PCM) [6] to support the design-oriented modeling of event-driven service-oriented systems. PCM is a design-oriented performance meta-model for modeling component-based software architectures. It allows to explicitly capture component context dependencies (e.g., dependencies on the component usage profile and execution environment) and provides support for a number of differ-
ent performance analysis techniques. The contributions of this paper are: i) an extension of PCM that provides natural support for modeling event-based communication, ii) a mapping of the introduced model extension to existing model elements in the current version of PCM and iii) a case study that demonstrates the application of the proposed modeling approach in the context of an event-based service-oriented system. Using an automated model-to-model transformation from the extended PCM to the original PCM allows to take advantage of existing analytical and simulative analysis techniques significantly reducing the modeling effort and complexity.

The remainder of this paper is organized as follows: Section 2 introduces PCM, which is the basis of this work. Section 3 presents the proposed extension of PCM and the mapping to existing model elements. Section 4 demonstrates our case study. Section 5 presents an overview of related work. Finally, Section 6 concludes with a brief summary and a discussion of ongoing and future work.

2. PALLADIO COMPONENT MODEL

The Palladio Component Model (PCM) [6] is a domain-specific modeling language for modeling component-based software architectures. It supports automatic transformation of design-oriented architectural models to analysis-oriented performance models including layered queueing networks [18], stochastic process algebras [10] and simulation models [6, 4]. In PCM, architectural models are parameterized over the system usage profile and the execution environment. This allows to reuse models in different contexts for different usage scenarios and execution environments. Model artifacts are divided among the developer roles involved in the component-based software engineering process, i.e., component developers, system architects, system deployers and domain experts.

Software components are the core entities of PCM. They contain an abstract behavioral specification called Resource Demanding-Service Effect Specification (RD-SEFF) for each provided component service. RD-SEFFs describe by means of an annotated control flow graph how component services use system resources and call external services provided by other components. Similar to UML activities, RD-SEFFs consist of different types of actions:

- **InternalActions** model resource demands and abstract from computations performed inside a component. To express the performance-relevant resource interaction of the modelled computations, an InternalAction contains a set of ParametricResourceDemands. A ParametricResourceDemand specifies the amount of processing power requested from a certain type of resource (e.g., CPU, HDD, or network).

- **AquireAction** and **ReleaseAction** are used to acquire and respectively release a semaphore which can be used for example to model a thread pool. The capacity of these passive resources can be parameterized.

- **ExternalCallActions** represent component invocations of services provided by other components. For each external service call, component developers can specify performance-relevant information about the service input parameters. External service calls are always synchronous in PCM, i.e., the execution is blocked until the call returns.

- **SetVariableActions** are used to specify the returned value of a service or other temporary variables inside RD-SEFFs.

- **Loops** model the repetitive execution of a set of actions. The number of loop iterations can depend on the service input parameters.

- **Branches** represent “exclusive or” splits of the control flow, where only one of the alternatives can be taken. In PCM, the choice can be either probabilistic or it can be determined by a guard. In the former case, each alternative has an associated probability determining the likelihood of its execution. In the latter case, boolean expressions based on the service input parameters determine which alternative is executed.

- **Forks** split the control flow in several parts that are executed in parallel. Usually, forks are asynchronous, i.e., the original control flow continues to execute directly after the parts are forked. However, Synchronization-Points can be used to synchronize the forks. In this case, the original control flow is blocked until all parts have completed their execution.

In the following, we present a set of extensions of PCM that provide explicit support for modeling event-based communication. We then show how the newly introduced model elements can be mapped to existing PCM modeling constructs. Using an automated model-to-model transformation, this enables the reuse of existing performance prediction techniques supported by PCM. Thus, the model extensions significantly reduce the modeling effort and complexity while maintaining backward compatibility with existing model analysis techniques.

3. MODEL EXTENSIONS

In the current version of PCM, only synchronous call-return communication between components is supported. As shown in [11], it is possible to model asynchronous point-to-point communication using a combination of non-synchronized fork actions and external service calls. However, following this approach asynchronous events are modeled using synchronous service calls and therefore a semantic gap between the system implementation and the architecture model is introduced. Moreover, the modeling effort of this workaround solution increases dramatically if event-based communication following the publish-subscribe paradigm is considered. To reduce this overhead and to eliminate the semantic gap, it is necessary to extend PCM with the following elements allowing to model event-based communication explicitly:

- **Events** are the central element of event-based communication. In contrast to interfaces which include method signatures, events only specify the underlying data type. For example an UpdateStockData event can be defined as a complex data type that includes a sender ID, a product ID, a timestamp and a number of elements added to or removed from the stock. The event data can be considered when modeling the
behavior of a component processing events of a given type.

- **Event Sources** specify that a component emits a certain type of events. For each emitted event type, the component must provide a respective event source. It is necessary to extend the RD-SEFF with a new action called Event Action allowing to instantiate and send events. This action is similar to an ExternalServiceCall, however, it does not block waiting for return values.

- **Event Sinks** specify that a component receives and processes certain types of events. In analogy to the event sources, each consumed event type induces a separate event sink. Only compatible event sources and sinks are allowed to be connected. Similar to provided interfaces which require the specification of RD-SEFFs for provided services, each event sink requires the specification of an Event Handler. Event handlers are modeled similar to ordinary component services using RD-SEFFs.

In the following, we present a mapping of the introduced model extensions to existing model elements in the current version of PCM to enable the reuse of the supported performance prediction methods.

**Event Sinks** are transformed into interfaces provided by the respective component. Each interface includes a service `OnEvent` with the respective event type as input parameter. The RD-SEFF representing the corresponding event handler is then associated with this service. Additionally, it is possible to integrate the marshalling of events as done in [11] for point-to-point connections.

The transformation of **Event Sources** and **Event Actions** is more complex and requires much more modeling effort if done manually. First, it is necessary to explicitly require an interface for each connected event sink, because PCM supports only 1-to-1 connections between required and provided interfaces. Second, every event action is substituted by a fork action with a separate forked RD-SEFF for each connected event sink. Each RD-SEFF includes an external service call to one of the required `OnEvent` interfaces and respective associated service. In the following section, we present a case study demonstrating these mappings by modeling a concrete event-driven service-oriented system.

### 4. CASE STUDY

Figure 1 shows a simplified event-driven service-oriented system used to track the inventory of a supermarket. When new products are delivered, they have to pass a gate equipped with an RFIDScanner. The latter creates an UpdateStockData event for each scanned product. It is possible to combine several scanned products of the same type in one event. This reduces the amount of events but increases the complexity of the RFIDScanner. UpdateStockData events are also produced by the CashdeskService. For each product sold, an UpdateStockData event is created to update the supermarket inventory.

The events produced by the CashdeskService and the RFIDScanner are consumed and processed by the three services: LoggingService, InventoryManagementService, and OrderManagementService. The LoggingService persists all events in a local database for 48 hours. The InventoryManagementService updates the supermarket inventory to reflect the flow of goods in and out of the supermarket. When goods of a given type are depleted, the InventoryManagementService calls the OrderManagementService to place an order with the respective supplier. In addition, the OrderManagementService receives all events sent by the RFIDScanner in order to register incoming order deliveries.

We now use the mappings defined in Section 3 to model this event-driven service-oriented system. We concentrate on the RFIDScanner and the OrderManagementService to demonstrate the mapping of event sources and sinks. The other components can be modeled in a similar way. The event UpdateStockData is realized as a PCM complex data type with attributes senderID, productID, timestamp and numberOfItems. numberOfItems is positive if products are added to the stock and negative if they are sold at the cash desk. The mapping of the OrderManagementService is illustrated in Figure 2. The event sink is substituted by a provided interface which includes the method `OnEvent` with an input parameter of type UpdateStockData. The RD-SEFF of the event handler can be used without changes for the respective `OnEvent` method.

The mapping of the RFIDScanner is more complex and requires some more modeling effort. For each connected event sink, the respective event interface with its `OnEvent` method has to be declared as a required interface of the RFIDScanner component. As illustrated in Figure 3, the service requires this interface three times. The behavior of the RFIDScanner is modeled as RD-SEFF. This RD-SEFF includes at least one EventAction which is responsible to instantiate and send the UpdateStockData event. Each of this Even-
tion is substituted by a ForkActions. In this fork action, a separate RD-SEFF is created for each required interface corresponding to an event sink connected to RFIDSanner. Thus, the onEvent methods of LoggerService, InventoryManagementService, and OrderManagementService are invoked in parallel. The instantiation of the event data object is copied from the EventAction into each External-Call. Since the ForkAction does not define a synchronization point, the execution of the parent RD-SEFF continues immediately. For this reason, the resulting behavior resembles an asynchronous event dissemination although strictly speaking the semantic of the model is different.

The example we described demonstrates that the modeling effort required to model event-based systems using our proposed PCM extensions can be reduced significantly especially when event sources are connected with multiple sinks. In combination with an automated model-to-model transformation following the described mapping, it is possible to continue to use the existing performance prediction methods supported by PCM.

5. RELATED WORK

The work related to the results presented in this paper can be classified into two areas: i) design-oriented performance meta-models that can be used for modeling service-oriented systems and ii) performance analysis techniques specialized for event-based systems including message-oriented middleware.

Over the last fifteen years a number of approaches have been proposed for integrating performance prediction techniques into the software engineering process. Efforts were initiated with Smith’s seminal work pioneered under the name of Software Performance Engineering (SPE) [26]. Since then a number of design-oriented performance meta-models have been developed by the performance engineering community. The most prominent examples are the UML SPT profile [22] and its successor the UML MARTE profile [23], both of which are extensions of UML as the de facto standard modeling language for software architectures. Other proposed meta-models include CSM [25], SPE-MM [27] and KLAPER [9]. Design-oriented performance models are built manually during system development and are used at design and deployment time to evaluate alternative system designs and/or predict the system performance for capacity planning purposes. A recent survey of model-based performance prediction techniques was published in [3]. In recent years, with the increasing adoption of component-based software engineering, the performance evaluation community has focused on adapting and extending conventional SPE techniques to support component-based systems which are typically used as foundation for building modern service-oriented systems. A survey of methods for component-based performance-engineering was published in [5].

We now present an overview of existing performance modeling and analysis techniques for systems based on message-oriented middleware (MOM). In [14], an analytical model of the message processing time and throughput of the WebSphereMQ JMS server is presented and validated through measurements. The message throughput in the presence of filters is studied and it is shown that the message replication grade and the number of installed filters have a significant impact on the server throughput. Several similar studies using Sun Java System MQ, FioranoMQ, ActiveMQ and BEA WebLogic JMS server were published by the same authors. A more in-depth analysis of the message waiting time for the FioranoMQ JMS server was published in [20]. The authors study the message waiting time based on an $M/G/1 - \infty$ queue approximation and perform a sensitivity analysis with respect to the variability of the message replication grade.

A method for modeling MOM systems using performance completions is presented in [12]. Performance completions provide a general mechanism for including low-level details of execution environments into abstract performance models. The authors propose a pattern-based language for configuring the type of message-based communication. Model-to-model transformations are used to integrate low-level details of the MOM system into high-level software architecture models. In [19], an approach to predicting the performance of messaging applications based on the Java Enterprise Edition is proposed. The prediction is carried out during application design, without access to the application implementation. This is achieved by modeling the interactions among messaging components using queuing network models, calibrating the performance models with architecture attributes, and populating the model parameters using a lightweight application-independent benchmark.

Several performance modeling techniques specifically targeted at distributed publish/subscribe systems exist in the literature. In [16], an analytical model of publish/subscribe systems that use hierarchical identity-based routing is presented. The model is based on continuous time birth-death Markov chains. The proposed modeling approach, however, does not provide means to predict the event delivery latency and it suffers from a number of restrictive assumptions. Many of these assumptions are relaxed in [21] where a generalization of the model is proposed, however, the generalized model is still limited to systems based on hierarchical identity-based routing. In [8], an analytical model of pub/sub systems based on subscription forwarding is proposed. The authors provide closed form analytical expressions for the overall network traffic required to disseminate subscriptions and propagate notifications, as well as for the message forwarding load on individual system nodes. However, the same restrictive assumptions as in [16] are made about the system topology and the distribution of publish-
ers and subscribers among brokers. In [17], a methodology for workload characterization and performance modeling of distributed event-based systems is presented. A workload model of a generic system is developed and analytical analysis techniques are used to characterize the system traffic and to estimate the mean notification delivery latency. For more accurate performance prediction queueing Petri net models are used. While this technique is applicable to a wide range of systems, it relies on monitoring data obtained from the system and it is therefore only applicable if the system is available for testing.

In [2], the authors present an attempt to formally model a publish/subscribe communication system as a classical distributed computation. The authors formalize the concept of information availability and model a few properties of the computation, namely completeness and minimality, that capture the expected behavior of a publish/subscribe system from an application viewpoint. In [1, 28] a computational model of a publish/subscribe notification service is proposed, where the latter is abstracted as a black box connecting all participants in the computation. While some interesting results are presented, the proposed model is rather coarse grained and it is based on the assumption that the subscription and diffusion delays are known which is not realistic to expect. In [7], Bricconi et al. present a simple model of the Jedi publish/subscribe system. The model is mainly used to calculate the number of notifications received by each broker using a uniform distribution of subscriptions. To model the multicast communication, the authors introduce a spreading coefficient between 0 and 1 which models the probability that a broker at a given distance (in hops) from the publishing broker receives a published notification. Finally, in [13], probabilistic model checking techniques and stochastic models are used to analyze publish/subscribe systems. The communication infrastructure (i.e., the transmission channels and the publish/subscribe middleware) are modeled by means of probabilistic timed automata. Application components are modeled by using statechart diagrams and then translated into probabilistic timed automata. The analysis considers the probability of message loss, the average time taken to complete a task and the optimal message buffer sizes.

6. CONCLUSION AND FUTURE WORK

In this paper, we proposed an extension of PCM providing native support for modeling event-driven service-oriented systems. Furthermore, we described a mapping of the newly introduced modeling elements to existing elements in the current version of PCM. This allows to continue to use existing performance prediction techniques supported in PCM. We presented a case study demonstrating the application of the proposed modeling approach in the context of an event-based service-oriented system.

The proposed extensions of PCM allow a semantically correct modeling of event-driven systems. In combination with an automatic model-to-model transformation based on the proposed mapping, our approach significantly reduces the effort to build and analyze models of systems that use event-based communication. The automation of the transformation is part of our current work. Furthermore, we plan to introduce some further constructs in PCM to support the modeling of an event bus.

As part of our future work, we intend to study the performance-relevant influence factors associated with event-based communication in service-oriented systems. As a first step, we intend to focus on the influence of persistent vs. non-persistent message delivery, the number of event consumers, and the event filtering mechanisms. Based on the results, we plan to extend the models and respective transformations to consider these factors in order to increase the prediction accuracy.
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