Abstract—Evaluating the performance (timing behavior, throughput, and resource utilization) of a software system becomes more and more challenging as today’s enterprise applications are built on a large basis of existing software (e.g., middleware, legacy applications, and third party services). As the performance of a system is affected by multiple factors on each layer of the system, performance analysts require detailed knowledge about the system under test and have to deal with a huge number of tools for benchmarking, monitoring, and analyzing. In practice, performance analysts try to handle the complexity by focusing on certain aspects, tools, or technologies. However, these isolated solutions are inefficient due to the small reuse and knowledge sharing. The Performance Cockpit presented in this paper is a framework that encapsulates knowledge about performance engineering, the system under test, and analyses in a single application by providing a flexible, plug-in based architecture. We demonstrate the value of the framework by means of two different case studies.

I. INTRODUCTION

Software performance (timing behaviour, throughput, and resource utilization) is one of the key quality attributes of a software system that is directly visible to the user. Therefore, the evaluation of performance metrics has to be considered during the whole life cycle of the system. Furthermore, large enterprise application systems are rarely developed from scratch but usually built on a large basis of existing software (middleware, legacy applications, and third party services). In many cases, the sheer size and complexity of a software system hinders the application of performance engineering techniques. Moreover, performance engineering requires knowledge about the system under test, how to measure the right metrics, and how to analyze and interpret the results. Bringing together these different expertises is another problem when analyzing large and heterogeneous software systems. In recent years, many approaches have been published in the context of software performance engineering [9]. Model-based approaches require detailed knowledge about the structure and the internals of the system under test, which is in today’s enterprise applications often not available (due to the complexity of the systems). Thus, in practice mainly measurement-based approaches are used to analyze the performance of a software system [15].

As the performance of a system is affected by multiple factors on each layer of the system, performance analysts have to deal with a huge number of tools for instrumentation and monitoring. Measurement data is distributed among various locations and interfaces which makes it difficult to run holistic analyses. Furthermore, the knowledge about the tools is distributed among various stakeholders along the system stack (e.g. system administrator, middleware expert, application developer, etc.).

Existing solutions often focus on certain parts of the system [12], technologies [10], or problem areas [20] to overcome the complexity. However, this leads to the problem that performance analyses are conducted by different departments using their isolated applications which hinders reuse and knowledge transfer. Moreover, it increases the effort of analyzing a system when components, such as the middleware, are changed and have to be integrated. Another problem is the complexity of existing benchmark applications. Deploying and running a benchmark is time consuming and requires detailed knowledge about system administration and measurement techniques. Moreover, benchmark configuration is often done via property files and scripts which is inconvenient and hard to validate.

The contribution of this paper is an extendable framework for measurement-based performance evaluation called Performance Cockpit. The framework allows the derivation of performance models based on automated measurements and the execution of regressions benchmarks together with the system’s build process [8]. The cockpit captures knowledge about performance measurement and related tools in a single application by using a plug-in based architecture. Stakeholders implement only those parts of the system they are an expert in, while the basis functionality necessary to control benchmark systems is provided by the framework. The configuration is based on a generic meta-model in order to keep the framework platform-independent.

The presented framework aims for (i) less effort for setting up performance tests, (ii) better knowledge transfer, (iii) flexible measurement environment, (iv) better usability, and thus enabling performance analyses to a broader audience. These goals are addressed by a plug-in based approach where each plug-in is developed by a corresponding domain.
expert. The plug-ins can be reused in multiple scenarios. If a component in the system under test is changed, one can easily switch the plug-ins without adapting the actual measurement application. Additionally, the provisioning of a single-point of configuration via a configuration meta-model increases the usability and eases the set up of the experiments.

The generality of our approach allows its application in various scenarios. We present two different case studies where we used our prototypical implementation of the framework. In the first case study, we automatically inferred a performance model for Message-oriented Middleware [6]. The other case study uses the framework to derive the properties of multi-core schedulers.

The paper is structured as follows. Section II describes the idea and the goals of the Performance Cockpit approach. Section III discusses related work. In Section IV, we illustrate the architecture of the proposed framework. Section V shows two case studies that use the current prototype of the Performance Cockpit. Finally, Section VI concludes the paper.

II. THE IDEA BEHIND THE PERFORMANCE COCKPIT

With the increasing complexity of software systems, performance engineering becomes more and more challenging. The goal of the Performance Cockpit presented in this paper is to support the performance analyst by conducting different performance engineering tasks. This includes sizing and adaptation questions, regression benchmarking during development, dependency analyses between system components (e.g. for root-cause-analyses), and the creation of performance models in order to predict the performance of the system under various load scenarios.

Today’s software systems consist of multiple layers and components. Generally, workload, metrics, tools and analysis techniques used for one problem can not (or only partly) be used for another problem. The expertise on how to manage the various layers and components is spread over various stakeholders. Nevertheless, Jain outlines steps that are common to all performance evaluation projects [7]. The Performance Cockpit is meant to encapsulate the best practices of performance evaluation by integrating them into the framework while abstracting from the concrete system under test. The Performance Cockpit is specialized for the actual system under test via a configuration model and appropriate plug-ins. Thus, the approach helps to avoid common mistakes in performance evaluation and allows for flexible and efficient creation of performance measurement applications.

In the following, we describe how to implement systematic performance evaluations [7] using our Performance Cockpit approach. Figure 1 gives a schematic overview of the involved roles, the necessary assets, and the interactions.

1) Set up the Test System: This is a necessary preliminary step that has to be done by the Performance Analyst. It includes the specification of the goals of the study, the definition of system boundaries, and the listing of services to be evaluated. The information about the setup of the Test System is modeled using the configuration meta-model of the framework. Additionally, the Performance Analyst selects the adapters which connect the various components of the software systems (e.g. operating system, middleware, and application monitoring tools) with the Performance Cockpit. The adapters are plug-ins developed by the corresponding System, Benchmark, and Tool Experts. Thus, the Performance Analyst does not have to deal with technical details. Moreover, the Performance Analyst can leverage from previous configurations of similar set ups.

2) Select Metrics and List Performance-Relevant Parameters: In this step, the Performance Analyst models the metrics of interest for the intended evaluation as well as all the parameters (system and workload) that affect these metrics. He specifies the metrics and parameters based on the configuration meta-model provided by the framework. Again, the Performance Analyst can use the information gathered in previous evaluations.

3) Model Experiments: Once the performance-relevant parameters have been identified, the Performance Analyst has to specify which of them should be varied during the evaluation and which should not. Furthermore, he has to determine the possible values of the parameters to be varied. After that, he has to decide on a sequence of experiments that provide enough information to get correct and statistically significant results. This information can also be modeled within the Performance Cockpit.

4) Select Workload: In the next step, the Performance Analyst selects a set of adapters that generate load on the
system under test according to the experiment configurations modeled in the previous step. The plug-in based approach of the framework allows to reuse adapters between different performance evaluations which reduces the effort for the Performance Analyst. This is especially useful when evaluating service-oriented systems which are characterized by their heterogeneous environment and require knowledge about multiple tools and technologies.

5) **Analyze and Interpret Data:** In this step, the data gathered during the measurements is analyzed using different statistical analysis techniques. The Performance Cockpit stores the measured data delivered by the System, Benchmark, and Tool Adapters in a central repository. Then, the Performance Analyst can run different statistical analyses on the measured data. The analyses are executed using different techniques implemented by **Analysis Experts** and integrated into the framework via **Analysis Adapters**.

6) **Present Results:** The final step is the presentation of the resulting functions. Currently, this is supported by the plotting functionality of the adapted statistic tools.

### III. RELATED WORK

This section introduces current research dealing with measurement-based performance analysis of software systems.

Different frameworks have been proposed to support the automated adaptation and calibration of model-based performance models. Woodside et al. [19] present a methodology for capturing resource functions of software components and systems. They describe the process of building and analyzing performance models. A workbench executes the experiments and stores the resulting functions in a repository. An approach to calibrate existing performance models is presented in [20]. The approach iteratively refines an initial LQN model with respect to parameter estimates. The estimates are calculated by an estimator component based on the results of multiple system tests. However, these approaches are tied to a certain type of performance model or a certain aspect of a software system.

A more general performance evaluation framework is introduced by Meyerhoefer and Neumann in [10]. The TestEJB framework allows to gain performance relevant data from J2EE applications. Mos and Murphy [11] introduce the COMPASS framework for the identification of performance issues in component based systems. COMPASS is based on three modules. A monitoring module captures data by inserting proxy components. The gathered data is then used by a modeling module that builds various UML models. These models are further enhanced by a performance prediction module that allows to simulate and analyze the models. Based on this approach, Parsons and Murphy [12] built a framework for the detection of performance anti-patterns in component based systems. In addition to the COMPASS framework, they use byte code analysis as monitoring technique. However, these approaches assume that a component-based architecture design exists for the system under test which has to be known and extended by the performance analyst in order to insert a proxy-layer or injector component. Moreover, they are not applicable in heterogeneous and dynamic systems due to their limited flexibility and extendability.

Thakkar et al. [17] describe a framework that targets the same problem as our approach. The framework runs a series of tests and uses the obtained results to create software performance models. The proposed framework is extendable by application specific scripts that allow to control the test system. In order to reduce the required number of actually needed test runs the authors suggest to use domain knowledge or statistical analyses techniques such as Main Screen Analysis [21] and two-way ANOVA [16]. The authors also estimate the effort necessary to customize the framework to other applications. However, the authors remain open how to design such a framework and how their existing solution can be actually customized to other applications. Moreover, the approach does not consider the use of a single-point of configuration and thus does not provide the detailed encapsulation of knowledge as it is proposed in this paper.

The PLASTIC framework for testing service-oriented architectures aims at enabling online and offline testing of networked applications, encompassing functional and non-functional properties [2]. The framework integrates a set of tools for generating and executing test scenarios as well as for monitoring different metrics in service-oriented applications. However, the framework does not aim at the automated integration of different tools and thus could leverage from the approach suggested in this paper.

### IV. ARCHITECTURE

In this section, we present the architecture of the Performance Cockpit which implements the ideas described earlier (see Section II). The architecture is based on two major design principles: separation of concern and abstraction. This allows us offering a single application that implements best practices in software performance evaluation but is highly extendable. The framework hides the complexity of benchmarks, system administration, tool configuration, etc. from the performance analyst providing a single point of configuration. Figure 2 depicts the overall structure of the Performance Cockpit framework. The framework architecture consists of five main components:

- **Experiment Series Controller:** The Experiment Series Controller is the heart of the Performance Cockpit. The component is responsible for the management of experiment runs and thus, it is the link between user configuration, benchmark execution and data analysis. An experiment series is a set of experiment runs necessary to derive the required results.
• **Experiment Controller**: This component is responsible for the communication with the various System Controller components of the test system. It executes single experiment runs including configuration, starting, stopping, and cleaning up of components in the test system. Moreover, the **Experiment Controller** gathers the measured data after an experiment run.

• **System Controller**: The **System Controller** is responsible for the management of a certain system in the overall test setup. For each node in the test setup at least one **System Controller** instance exists. The component handles the communication with the **Experiment Controller** and consist of multiple system specific plug-ins that include adapters to the different components of the managed system.

• **Measurement Data Repository**: The **Measurement Data Repository** is the central data store of the Performance Cockpit responsible for the persistence of the measured data. It provides models and interfaces to store and query measurement data and analysis results.

• **Analyzer**: This component is responsible for analyzing the measured data and delivering the results configured by the performance analyst. It provides various statistical analysis methods. The selection of an appropriate method depends on the measurement goals and is based on heuristics and best practices. The automated intelligent selection of an appropriate analysis method is part of our current research and will be implemented in a future release of the framework.

The fundamental communication between the different components is depicted in Figure 3.

After the **Experiment Series Controller** has initially loaded the configuration modeled by the performance analyst, it starts a series of experiment runs based on the configuration. Thereby, the configuration describes which parameters should be varied, in which range, and in which step size (e.g. the number of concurrent users should vary from 1 to 1000 with a step width of 100). For each experiment run, the **Experiment Controller** executes the following steps:

- First, it calls the `initSystem` method on each **System Controller** instance in the test system. The concrete action performed by this method depends on the node-specific implementation of the **System Controller** instance. Possible actions are setting of tool configurations, system clean up from previous runs, generating test data for the current experiment run, etc.
- In the second step, the **Experiment Controller** starts the actual benchmark on the test system. Therefore, it again calls the corresponding method on each node-specific implementation of the **System Controller** instance.
- When the benchmark has finished, the **Experiment Controller** gathers the monitored data from each node and saves the result in the **Measurement Data Repository**.

After all experiment runs are completed, the **Experiment Series Controller** starts analyzing the measured data based on the configured measurement goal. The analysis is executed by the corresponding plug-in within the **Analyzer** component.

Figure 4 illustrates the example deployment diagram used in the case study described in Section V-A. The basic Performance Cockpit components are deployed on one node while for each node in the test system one instance of the **System Controller** component is deployed.

In the following, we take a deeper look in the structure of the **System Controller** component. As stated above, the **System Controller** component contains the various adapters to the system management, monitoring and benchmark applications. The plug-in based architecture of the component is illustrated in Figure 5.

The creation of **System Controller** instances is encapsulated using the patterns builder [5] and dependency injection [3]. The combination of these patterns allows to construct different representations of the **System Controller** at runtime. The class **Abstract System Controller** encapsulates those parts that
are common to all System Controller instances such as the information how to connect to the Experiment Controller. The concrete System Controller holds three different interfaces:

- **Operating System Controller Interface**: Contains operations necessary to manage the operating system (e.g., reboot, kill processes, query monitoring information). The interface is implemented by different adapters for the operating systems used in the test environment. So far, we implemented adapters for Debian Linux, Ubuntu Linux, Windows Server 2003 and Windows XP.

- **Application Controller Interface**: This interface covers the management of all applications above the operating system layer. This includes middleware, monitoring tools, benchmark applications, and applications under test. The interface contains operations to start, stop, initialize, clean up, and monitor the applications. In our current research, we evaluate the performance of message-oriented middleware and therefore wrote adapters for e.g. ActiveMQ, HornetQ, and the SPECjms Benchmark.

- **Load Controller Interface**: The Load Controller Interface is used to configure and manage the tools that generate load on the system under test. This could be the load generating part of a benchmark (such as SpecJMS) or a standalone load generator tool (such as LoadRunner or JMeter).

V. CASE STUDY

In the following, we present two case studies that we conducted using a first prototype of the framework. In the first case study, we automatically inferred a performance model for Message-oriented Middleware [6]. The second case study uses the framework to derive the properties of multi-core schedulers.

A. Performance Evaluation of Message-oriented Middleware Platforms

In our first case study, we captured the performance of Message-oriented Middleware (MOM) using systematic measurements and statistical inference. Therefore, we measured the influence of different parameters (e.g., message size and arrival rate) on the performance (timing behavior, throughput, and resource utilization) of the MOM.

The strategy of sampling the effect of different parameter combinations on performance is a critical point as it has to
be detailed enough to achieve accurate predictions but must also be kept feasible at the same time (i.e., measurements must not last too long). For this purpose, we separate the measurements into three phases (see Figure 6).

In the first phase, we determine the maximal throughput of the system for each message size (upper solid line). After that, we measure the influence of individual parameters without resource contention in phase two, e.g. the effect of different message sizes on the delivery time when only one message is processed at a time (solid line at the bottom). The final phase samples the performance of the system under study between the best case and the worst case. Therefore, we separate the arrival rate into $N$ equidistant steps (dashed lines). To estimate the dependency between different system characteristics (configuration and usage) and performance metrics of interest we use Multivariate Adaptive Regression Splines (MARS) and Genetic Optimization (GO). MARS [4] is a statistical method that requires no prior assumption as to the form of the data. GO is used to fit a function against measured data when the functional dependency between multiple parameters is already known. In our case study, the basis of the GO is an error function that describes the difference between the observations and the measurements’s predictions. The goal of the GO is to minimize this error function.

The test system of this case study comprises three nodes as depicted in Figure 4. The actual system under test is the ActiveMQ Messaging Middleware which was deployed on an IBM x3850 Server with Debian Linux. To conduct our measurements we used the SPECjms benchmark [14]. Besides this server system the test setup also includes two load generator nodes, both Windows Server 2003 Systems. The Performance Cockpit runs on a separate node and uses the statistic tool R [13] to execute the analyze the measured data. The benchmark was executed 288 times and required 6 minutes for each run, leading to a total measurement time of approximately 31 hours. For each run, we measured the utilization of CPUs and hard disk, network traffic and throughput as well as the delivery time of messages. Figure 7 and Figure 8 illustrate the results of the statistical analyses.

Figure 7 shows the averages of the measured delivery time (circles) compared to predictions of MARS (dashed line) and genetic optimization (solid line). In this case, regression splines do not capture the steep increase in delivery times while the genetic optimization provides much better results.

Figure 8 shows the result of the genetic optimization for different message sizes and different arrival rates. The exponential function is determined separately for each
message size. The resulting terms are combined by linear interpolation. The detailed results of the case study are presented in [6].

The case study showed that a generic framework for performance measurements is very valuable for our research. To conduct our measurements, we developed adapter for Windows 2003 Server, Debian Linux (e.g. the sar tool), SPECjms (e.g. configure, start, and stop), ActiveMQ (e.g. configure, start, and monitor), and the statistic tool R (e.g. MARS analysis). The plug-in based architecture allows us to easily repeat the study, e.g. for other message-oriented middleware such as HornetQ, while reusing the infrastructure and most of the adapters. The study also showed that it is very helpful to have a single-point of configuration which captures best practices and can be evaluated before the measurements are actually started.

B. Automated Analysis of Operating System and Virtualization Properties

In a second case study, we use the Performance Cockpit to perform automated measurements of operating system and virtualization layer performance properties in order to create detailed performance models.

The performance of a software heavily depends on the infrastructure the software is running on. This includes operating system scheduling, but also additional infrastructure properties, such as virtualization. Obtaining an accurate performance model of the infrastructure is a cumbersome task if it is done manually. It involves getting familiar with the specification and/or the implementation as well as performing a lot of measurements. Furthermore, the performance model is probably not valid for future releases. To use a performance model for different versions, measuring and studying the infrastructure has to be repeated. To simplify the development of an infrastructure performance model, we defined a feature model of performance-relevant properties. For these properties, we define measurements that can be performed automatically using the Performance Cockpit. Thereby, the measurement results are analyzed to derive a feature model instance which is then transformed into a model for performance analysis.

In the following, we describe how the Performance Cockpit has been applied for this case study. To perform measurements on the platform, we implemented a plug-in for the system adapter which is used to put different kinds of synthetic load (e.g. CPU-bound load or I/O load) on the platform. The load is created using a load-generation library described in [1]. For this purpose, the cockpit is used to specify a detailed description of how the load should look like. This includes the amount of load, i.e. how much CPU-bound load or I/O-bound load should be produced, and the chronology of load, i.e. if certain load should occur in sequence or in parallel (e.g. in different threads or processes). For the analysis, we developed an analysis adapter which derives certain performance properties from the experiment results. The measurements are completely automated. For instance, the experiment series controller initiates experiment runs in order to detect certain feature model properties. Based on the results that are retrieved from the analyzer, the experiment series controller iteratively completes the feature instance by running additional experiments that detect missing properties.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we presented a framework for measurement-based performance evaluation called Performance Cockpit. The idea of the Performance Cockpit is to encapsulate the knowledge necessary to run various types of performance evaluations in a single application. Thereby, different domain experts (e.g. system administration, monitoring, analysis) contribute to the resulting Performance Cockpit by providing corresponding plug-ins. We described the flexible and extendable architecture of the framework and demonstrated the application of our Performance Cockpit prototype in two different case studies.

The Performance Cockpit allows performance analysts to apply best practices in performance engineering even in large enterprise applications. Using the Performance Cockpit, the performance analyst does not need to know all details about system administration, tools, and statistical analyses as this knowledge is encapsulated in different plug-ins. These plug-ins are provided by various experts of the respective domains. Depending on the chosen configuration, the Performance Cockpit can be used to answer sizing questions, create performance predictions (e.g., to provide guarantees in SLAs), support decisions for adaptation scenarios (e.g., moving an image from one node to another), run regression benchmarks on nightly builds, and define resource demands for performance models.

Based on the general architecture presented in this paper and the already implemented prototype of the Performance Cockpit, we plan the following enhancements. For our ongoing research [18], we are currently working on a module that automatically identifies those parameters of a system that influence performance. The automated determination of experiments that offer maximum information with minimal effort is another research question which once answered will further enhance the framework. Concerning the statistical analyses, the framework so far supports multivariate linear regressions, genetic optimization, and bayesian networks. However, in the future we will include additional analysis techniques such as the principal component analysis for the automated determination of performance-relevant parameters. Another research question we are currently investigating is how we can automatically interpret the data during the measurement phase and use this information to control the following measurements. Finally, we we want to provide a further plug-in interface that allows to add various export
functions like HTML pages or instances of performance models (such as surveyed in [9]).
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