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Abstract—The performance of a system directly influences business critical metrics like total cost of ownership (TCO) and user satisfaction. However, building responsive, resource efficient and scalable applications is a challenging task. Thus, software engineering approaches are required to support software architects and developers in meeting these challenges. In this PhD research abstract, we propose a novel performance evaluation process applied during the software development phase. The goal is to increase the performance awareness of developers by providing feedback with respect to performance properties that are integrated in the every day development process. The feedback is based on domain-specific prediction functions derived by a generic methodology that executes a series of systematic measurements. We apply and validate the approach in different development scenarios at SAP.

I. PROBLEM AND MOTIVATION

The performance (i.e. resource usage, timing behavior, and throughput) of a system directly influences the total cost of ownership (TCO) as well as the user satisfaction which are highly business critical metrics. In [6], the founders of companies like PayPal and Hotmail report on the large efforts they had to undertake in order to keep their first application versions responsive and make it scalable with the growing user base. To avoid these last-minute efforts, it is essential to integrate performance evaluation into the overall software engineering lifecycle and ensure early and continuous performance awareness.

In recent years, component-based and service-oriented development have become established approaches for the production of software applications. Today, most software vendors do not develop the whole application but use sophisticated third party components/services or even ready-to-use platforms. Hence, the performance of the application developed by a software vendor depends on the performance characteristics of existing elements (Working Hypothesis (WH) #1). Although many platform providers offer flexible scalability mechanisms, software vendors still have to ensure that their applications can leverage from these mechanisms. Moreover, with the often applied pay-per-use pricing model the resource efficiency of applications becomes an important cost factor.

In order to enable software developers to build responsive and resource-efficient applications, they have to be provided with information about the performance behavior of the platform on which their applications run and the components and services they use (WH #2). Generally speaking, it is essential that layers or components of a system not only provide the functional interface but also their capabilities in terms of non-functional behavior like performance.

In the software performance engineering research community many approaches have been introduced that focus on performance prediction based on abstract models of the architecture and behavior descriptions of an application [5]. These approaches show that if the model covers all relevant aspects of the system, they can provide accurate and valuable performance predictions [1]. However, based on our observations the acceptance of these approaches in practice (especially outside of the early architectural design phase) is still low due to the large effort and special knowledge necessary to create and maintain these models (WH #3). Hence, many real world software development projects still focus on providing functionality first and conduct performance evaluations as part of the overall quality assurance by applying measurements on benchmark scenarios [10].

In order to cover the whole software engineering lifecycle, future software performance engineering approaches have to combine the early-cycle predictive model-based approaches with the late-cycle measurement-based approaches [19]. Furthermore, from our practical experiences we believe that especially in the development phase of an application the performance awareness of developers has to be increased. Today, performance evaluation in the development phase mostly comes with large additional effort for the developers. They are provided with specific literature or can attend trainings and are encouraged to use measurement tools to assess the performance of their developed component. For that reason, the number of developers that continuously evaluate the performance of their developed artifacts is very low. Hence, we require an engineering approach that allows developers to keep track of the performance properties of their developed artifacts without a lot of overhead (WH #4).

Based on the four working hypotheses outlined in this section, we formulate the following main research question that is the subject of the PhD thesis described in this paper:

How can we simplify the performance evaluation process in the development phase of a software product and increase the performance awareness of software developers?
II. APPROACH AND RESEARCH GOALS

In this section, we first describe the research goals that drive our work and that are necessary to successfully solve the research question stated above. After that, we outline the main idea of our approach as well as the research goals and challenges that we have to meet in order to implement the approach, and briefly introduce two application scenarios.

With the research described in this paper, we aim at answering the research question stated in the previous section by achieving the following goals.

**RG1: Simplicity** Checking the performance properties of an artifact should be possible with minimal effort and without special trainings.

**RG2: Goal Orientation** Developers should not be cluttered with tables full of numbers which they have to analyze and interpret. Hence, the feedback should focus on one or two basic target metrics.

**RG3: Dependability** If a developer does not trust the evaluation results he will not use the feedback to improve his code. Thus, the results should be stable and reliable meaning that there should not be much inaccuracy or ambiguity in the results.

In summary, the main goal of the PhD thesis is to provide a practical performance evaluation process for the development phase of a software product that allows software developers to be continuously aware of the performance of the developed artifacts. Our idea is to provide the software developer with immediate feedback about the performance properties of the artifact under development by integrating a domain-specific prediction function into the development environment of the developer. The domain-specific prediction functions are derived by performance analysts that run a series of systematic experiments on dedicated reference environments.

As the three goals stated above are very domain-specific, we do not aim at a generic solution. For example, the development environment of a web designer differs from the environment of a C programmer which is why one has to decide from case to case how a simple interface for the developer looks like (RG1). The same is true for the definition of the target metrics (RG2). Here, a group of domain experts and performance analysts has to decide in a specific scenario. However, we provide exemplary solutions to these challenges for two development scenarios at SAP. Based on a questionnaire we will gather feedback for these examples from SAP developers. The questionnaire will also assess whether the developers trust the predictions (RG3).

However, in order to implement our idea we need to support the performance analyst with an efficient engineering approach and appropriate methods and tools to derive the feedback functions. In the following, we outline the research goals we want to achieve, along with the corresponding challenges that we face, when implementing this approach.

**RG4: Adaptability** The fact that we want to provide domain-specific prediction functions brings along that a multitude of scenarios have to be investigated in order to support the majority of developers in an organization. Hence, the approach has to be applicable with different technologies, tools, and abstraction levels as well as on different system layers.

**RG5: Accuracy** Providing accurate prediction results is the key prerequisite for the approach as it is the most important factor for the reliability of the feedback (see RG3). This comprises that all relevant parameters are included in the function and that the functions correctly quantify the influence of these parameters on the target metric.

**RG6: General Applicability** As we have to support multiple scenarios (see also RG4), the methods that we apply to derive a prediction function should not make domain-specific assumptions about the structure of the relationship between parameters of the function (e.g., it being linear).

**RG7: Efficiency** We distinguish between two types of efficiency. The first is concerned with the required manual effort to execute the experiments for a certain domain. If we do not manage to automate a majority of steps, the effort necessary to derive a prediction function for a domain would hinder the practicability. The second type of efficiency is the concerned with the time required to execute systematic measurements in the reference environment. Due to the size of the parameter space spanned by the performance relevant parameters of a domain, it is not feasible to measure all possible points in this multidimensional space. Thus, our approach has to infer accurate multidimensional prediction models with the least possible amount of measurements.

Before we describe the approach by which we aim to achieve the goals and meet the challenges outlined above, we briefly introduce two motivating scenarios that we use to demonstrate and validate our approach.

**Scenario 1:** SAP’s product standards set the goal of sub-second response times in order to achieve a competitive application quality. We observed that for web-based business applications developed with modern UI technologies the rendering time of an application largely contributes to the end-to-end response time and thus requires careful consideration during development. The rendering time is defined as the processing time required by the browser process to parse the HTML and Java-Script code and to render the page. Our goal is to provide a means that allows UI designers and developers to be continuously aware of the expected rendering times of the UI under development so that they can immediately react with countermeasures when the expected rendering time exceeds a certain threshold.

**Scenario 2:** In the second case study, we apply our approach to a completely different scenario. In this scenario, we target developers that use the Java Persistence API (JPA) to consume database services as part of a platform as a service environment (such as the High Replication Datastore within
Google App Engine). The goal is to provide developers with an estimation function that predicts the database service demands (and thus the expected service costs) generated by the developed entities and the expected usage profile. Using the provided function, developers are continuously aware of the resource efficiency of the current data model and can compare different design alternatives. Therefore, we developed little assumptions about the structure of the relationship with the least possible number of measurements, and making finding a trade off between providing accurate models, using the maximally check which components, relationships, and properties of a table or button) and its properties (e.g., the type of stylesheet), individual components (e.g., a table or button) and its properties (e.g., the maximum number of buttons on a page or the maximum size of a table), the relationships between components (e.g., that tables can be nested) as well as the properties of the relationship (e.g., the maximum nesting depth). Moreover, he can specify different execution platforms (e.g., the browser type and version) for which he wants to derive the prediction functions. In addition, he can define different measurement related properties such as the desired accuracy, the maximum measurement time, the analysis technique, or the measurement point selection strategy. Based on the resulting model instance we automatically execute a series of systematic experiments in order to derive the prediction function for the domain. In these experiments, we systematically check which components, relationships, and properties (in the following summarized as parameters) influence the performance metric of interest. Moreover, we test if there are interdependencies between the different parameters. Once we identified those parameters that influence the performance metric of interest and which of them are interrelated, we define different independent parameter groups. Then, we mutually vary the parameter values of one group in order to derive a mathematical prediction function.

At this point, we have to overcome the challenges that come with the research goals RG5, RG6, and RG7 by finding a trade off between providing accurate models, using the least possible number of measurements, and making little assumptions about the structure of the relationship between the parameters involved. Therefore, we developed a methodology that iteratively triggers new measurements, infers a statistical model with the measured data, validates that model and decides if and where to trigger measurements in the next iteration [16]. Using this systematic, iterative combination of measurement and analysis allows us to derive prediction functions with a maximum average relative error of 20% using only up to 10% of all possible measurement points. In [15], we evaluated different measurement point selection strategies and non-parametric statistical analysis methods with respect to their applicability in this iterative approach by applying them in two enterprise application case studies.

Once we derived the prediction function for each of the independent parameter groups we put them together to build the prediction function for the domain. As described earlier, this function can then be integrated into the development environment of the corresponding development groups in order to provide immediate feedback during development.

III. RELATED WORK

Denaro [2] and Gorton [3] deal with performance evaluation in the development phase. Both derive and execute application-specific test cases that they run on existing middleware. In [8], [11] the authors focus on detecting performance anti-patterns in applications. However, in both cases the resulting predictions focus on the overall application and do not directly support the developers but rather the software architect. Approaches that analyze performance differences between two versions of a component [7] support the software developer in finding potential performance problems but do not provide the immediate feedback we aim at in our approach. For the efficient derivation of Software Performance Curves the work of Reussner [9] and Woodside [18] serves as a starting point for our research, but has to be extended to deal with multidimensional parameter spaces.

IV. PLANNED VALIDATION

We plan to validate our approach in multiple steps using the two application scenarios described in Section II. We demonstrate that the predictions made by our prediction functions conform to the observed reality (RG5). Therefore, we compare for example the rendering time predictions of our functions with the measured rendering time of the corresponding web page. In order to validate whether we met RG1, RG2, and RG3 we plan to prepare a questionnaire that is answered by the SAP development groups which use our prediction functions in their daily work. RG4, RG6, and RG7 are implicitly validated as we show that the approach is applicable in two different scenarios and actually applied in the development groups at SAP. Furthermore, we will report on the time necessary to derive the prediction functions for an existing scenario, as well as the estimated efforts necessary to setup the environment for a new scenario. Finally, we seek to validate that our methodology is superior
to the existing approach at SAP. Therefore, we develop an experimental study with SAP developers that is conducted in the course of a developer training session.

V. CONTRIBUTIONS AND PROGRESS

The research question that we investigate is: "How can we simplify the performance evaluation process in the development phase of a software product and increase the performance awareness of software developers?". In this paper, we outlined the concomitant research goals and challenges as well as an introduction to the approach by which we plan to meet them. The major scientific contributions are as follows:

a) A novel engineering approach on how to improve performance awareness of developers.

b) A generic meta-model that allows performance analysts to define different development scenarios and the corresponding performance evaluation information necessary to run automated experiments.

c) A methodology for the automated derivation of performance feedback models by applying automated systematic experiments based on a given domain model instance.

d) A framework that enables the performance analyst to run the aforementioned experiments in different scenarios including different technologies and tools. The framework is not restricted to the derivation of performance feedback models for developers as we showed in two publications where we applied it to derive performance completions for model-driven predictions [4] and to optimize costs for web service hosting [17].

e) A methodology that derives multidimensional Software Performance Curves with the least possible number of measurements and without making assumptions on the structure of the relationship between parameters.

f) Two sets of domain-specific experiment environments (WebDynpro, JPA) that can be used to automatically derive performance prediction functions on multiple platforms (e.g. different browsers or different JPA implementations).

g) A detailed validation of the overall approach in an industrial setting at an SAP development department.
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